LARGE-SCALE RIGIDITY PROPERTIES OF THE MAPPING
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BRIAN H. BOWDITCH

ABSTRACT. We study the coarse geometry of the mapping class group of a
compact orientable surface. We show that, apart from a few low-complexity
cases, any quasi-isometric embedding of a mapping class group into itself agrees
up to bounded distance with a left multiplication. In particular, such a map
is a quasi-isometry. This is a strengthening of the result of Hamenstéddt and
of Behrstock, Kleiner, Minsky and Mosher that the mapping class groups are
quasi-isometrically rigid. In the course of proving this, we also develop the
general theory of coarse median spaces and median metric spaces with a view
to applications to Teichmiiller space, and related spaces.

1. INTRODUCTION

One of the main aims of this paper will be to give an account of the quasi-
isometric rigidity of the mapping class group of a closed orientable surface. Quasi-
isometric rigidity was established in [Ha] and [BehKMM]. Here, we give a strength-
ening of this result which applies to quasi-isometric embeddings (see Theorem 1.1
below).

Many of our arguments have parallels with those of [BehKMM], though the
details are different. Another aim of this paper is to set these arguments in a
broader context. The key observation (made in [Bol]) is that the mapping class
group admits a “coarse median” structure. The median in this case is the cen-
troid constructed in [BehM2]. Here, in Section 7, we list a set of axioms related
to subsurface projection (cf. [MasM2]) which imply the existence of medians (see
Theorem 1.4 below). The point is that the same axioms apply in other situa-
tions, notably to Teichmiiller space in either the Teichmiiller metric or the Weil-
Petersson metric. It then follows that these also admit a coarse median structure.
This is explained, respectively, in [Bo7] and [Bo8]|, where various consequences of
this observation for the large-scale geometry of these spaces are explored. Again,
many of the arguments follow along similar lines, and several general results of
this paper are used in those papers (see, for example, Propositions 1.2 and 1.3
below, as well as the structure of cubes discussed in Sections 10-12).

We begin by outlining the main results of this paper.

Let X be a compact orientable surface of genus g with p boundary components.
Let £(3) = 3g+p—3 be the complexity of . Write Map(X) for the mapping class
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group. When this is viewed as a geometric object, we will use different notation.
In particular, we will write M(X) for the “marking graph” of 3 as discussed in
Section 8. In fact, any proper geodesic space on which Map(X) acts isometrically,
properly discontinuously and compactly (such the Cayley graph with respect to
any finite generating set) would serve for the present discussion. Any two such
spaces will be Map(X)-equivariantly quasi-isometric, by the Svarc-Milnor Lemma.

It is shown in [Ha] and [BehM1] that M(3) has coarse rank equal to £(X); that
is the maximal dimension v such that M(X) admits a quasi-isometric embedding
of R¥ (see also Corollary C of [EsMR] and Theorem 2.6 of [Bol]). Note that it
follows that if ¥ and ¥’ are compact orientable surfaces with M(X) quasi-isometric
to M(Y), then £(X) = £(X).

We will show:

Theorem 1.1. Suppose that ¥ and X' are compact orientable surfaces with £(X) =
E(X) > 4, and that ¢ : M(X) — M(Y') is a quasi-isometric embedding. Then
Y =% and ¢ is a bounded distance from the isometry of M(X) induced by some
element of Map(X).

It immediately follows that ¢ is, in fact, a quasi-isometry. One can also deal,
modulo some qualifications, with lower complexity cases (see the discussion after
Theorem 15.2 here). As observed above, if one assumes that ¢ is a quasi-isometry
(and that ¥ = 3') then this statement is given in [Ha| and [BehKMM].

We remark that if one assumes quasi-isometric rigidity as given in those papers,
then one recovers (indirectly) that the quasi-isometry type of M(X) determines
the topological type of ¥ (modulo a few low-dimensional exceptional cases) since
it determines Map(X) up to isomorphism (see, for example, [RaS] for a proof
that Map(X) determines ¥). Given this, Theorem 1.1 would be equivalent to
asserting that any quasi-isometric embedding of M(X) into itself is necessarily a
quasi-isometry (at least when £(X) > 4). However, we will give another proof of
the rigidity statement in this paper.

As noted above, we base our account around the notion of a coarse median
space, as defined in [Bol]. This is a geodesic metric space equipped with a ternary
operation satisfying certain conditions. Roughly speaking, these say that when
dealing with a finite number of points in the space, the ternary operation behaves,
up to bounded distance, like the standard median operation on the vertex set of a
(finite) CAT(0) cube complex. Such a space comes with a notion of “rank” which
is the maximal dimension of such a cube complex needed for the hypothesis.

A related, but different, notion is that of a median metric space, which is also
central to our discussion. The definition of a median metric space is quite simple,
and is given is Section 2. For further discussion, see [Ve, ChaDH, Bo4]. This has
also been studied from a combinatorial viewpoint, see for example, [Che]. In a
median metric space, any triple of points has a unique “median”, that is, a point
lying between any pair in the triple. This defines a continuous ternary operation,
and gives the space the structure of a topological median algebra. (For expositions
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of the theory of median algebras, see [Is, BaH, Ro].) Again, one can associate a
“rank” to such a space as the maximal dimension of an embedded cube. (Any
CAT(0) cube gives rise example of such a space, after one replaces the euclidean
metric on each cube with the {! metric. The vertex set is then also such such a
space.) Omne can show that a complete connected median metric space of finite
rank is canonically bilipschitz equivalent to a CAT(0) metric, [Bo4].

The asymptotic cone (see [VaW, G]) of a coarse median space is a topological
median algebra. If the space has finite rank, v, then the asymptotic cone is
bilipschitz equivalent to a median metric space of rank at most v (see [BehDS, Bo2]
and Theorems 6.9 here). Also, the dimension of any compact subset thereof has
dimension at most v. (This follows from [Bol] as we discuss in Section 2.) From
the fact that Map(X) is a coarse median space one gets a median on its asymptotic
cone. This was previously obtained by other means in [BehDS]. Much of this is
elaborated upon in [Bol, Bo2|. Here we obtain more information about the flats
in such spaces, which we use for the rigidity result of Theorem 1.1. Similar
statements can be found in [BehKMM], though more specifically for the mapping
class group.

We remark that, in [RaS]|, the rigidity of the mapping class group is used to
deduce the rigidity of the curve graph. Again, it would be interesting to gener-
alise this to quasi-isometric embeddings. As the authors observe, much of their
paper works for such embeddings. However there is a key point (aside from their
references to [Ha, BehKMM]) where an inverse quasi-isometry is needed.

We briefly state a few of the key results proven in this paper, which are used
in proving Theorem 1.1, and/or have applications elsewhere.

The first two relate to a median metric space. By a real cube in such a space,
we will mean a median-convex subset isometric to a finite ! product of compact
real intervals. (See Section 3 for more precise definitions.) A (closed) subset is
cubulated if it is a locally finite union of real cubes. We show:

Proposition 1.2. Suppose that M is a complete median metric space of rank
v < oo, and that ® C M s a closed subset homeomorphic to R”. Then ® is
cubulated.

This is proven in Section 4 (see Proposition 4.3). Under additional topological
assumptions one can show that ® is median-convex and isometric to R” with the
I' metric (see Proposition 4.6). Using this, one gets a result about products of
R-trees:

Proposition 1.3. Suppose that M is a complete median metric space of rank
v < 0o. Suppose that D is a finite product of R-trees, and that none of the factors
has a point of valence 2 (i.e. a point which separates the R-tree into exactly 2
components). Suppose that f : D — M is a continuous injective map, with
closed image, f(D) C M. Then f is a median homomorphism, and f(D) is
median-convex in M.
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This is shown at the end of Section 4 (Proposition 4.8). This result is used
in [Bo7] and [Bo8]. A more direct proof in a specific case is given in [Bo5| (see
Proposition 2.1 thereof). Analogous, but different, statements can be found in
[KIL] and [KaKL].

We make much use of subsurface projections from the marking graph, M(X),
to curve graphs associated to subsurfaces of ¥. In Section 7, we condense the
essential information we need into a set of axioms, (A1)—(A10). This means that
much of the argument can be put in a more general setting. In particular, we
have the following paraphrasing of a result which will be stated more formally in
Section 7, see Theorems 7.1 and 7.2.

Theorem 1.4. Suppose that to each subsurface, X, of ¥, we have associated geo-
desic metric spaces, M(X) and G(X), together with with a collection of projection
maps between them satisfying azioms (A1)-(A10). Then each M(X) has the nat-
ural structure of a coarse median space in such a way that each projection map is
a quasimorphism (i.e. a median homomorphism up to bounded distance).

Note that this includes the case where X = ¥. Here, the spaces G(X) are
(assumed to be) uniformly hyperbolic and the median is the usual centroid in
such a space. The various constants involved in the conclusion depend only on
those of the hypotheses (A1)-(A10).

In this paper, we are interested mainly in the case where M(X) and G(X)
are respectively the marking graph, M(X) and G(X) and the curve graph of the
subsurface X. The same axioms can also be applied to Teichmiiller space in either
the Teichmiiller metric [Bo7] or the Weil-Petersson metric [Bo§].

A simple consequence of Theorem 1.4 is that the asymptotic cone of M(X) is a
topological median algebra. In fact, it is bilipschitz equivalent to a median metric
space, which then allows us to bring the results mentioned above into play.

In outline this paper is structured as follows. Sections 2 to 4 are devoted to a
general discussion of median metric spaces. In Section 5 we review properties of
asymptotic cones. In Section 6 we discuss general coarse median spaces. In Section
7 we give a set of hypotheses relating to subsurface projection which imply that
a geodesic metric space admits a coarse median, and give a precise formulation
and proof of Theorem 1.4. This is then applied to the marking graph in Section
8. In Sections 9 to 13, we explore further properties of the marking graph and its
asymptotic cone, setting as much as possible in a general context (so that it can
be applied elsewhere to Teichmiiller space). In Section 14, we explain, in general
terms, how the asymptotic cone can be used to control Hausdorff distance. Finally,
in Section 15, this applied to the marking complex, to give a proof of Theorem
1.1, together with some discussion of the lower complexity cases.

Notation. Throughout this paper, we will use G(X) and M(X) respectively to
denote the curve graph and marking graph of a subsurface, X, of ¥. (We allow
X =X, and we need to modify the definitions in the case where X is an annulus,
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as discussed in Section 8.) We will use the notation G(X) and M(X) when the
statements apply to the more general spaces satisfying the axioms laid out in
Section 7. (This symbol M will generally denote a coarse median space, as in
Section 6.) Note that the curve graph G(X) plays two slightly different roles: it
is one of the family of spaces satisfying these axioms; also its vertex set can be
identified with the set of annular subsurfaces of X, and which this capacity can be
viewed as an indexing set. (We remark that in [Bol], and some other references,
the notation ©(X) and A(X) was used respectively for G(X) and M(X).) For
the main applications in the present paper, there would be no loss in interpreting

G(X), M(X) as G(X),M(X), respectively.

Much of the work for this paper was carried out while visiting the Universities
of Toulouse, Grenoble, ETH Ziirich, Orsay and the Tokyo Institute of Technology.
I am grateful to each of these institutions for their hospitality.

2. MEDIAN METRIC SPACES

We begin with some general discussion of median metric spaces. For elaboration
relevant to this paper, see for example, [Ve, ChaDH, Bo4].

Let (M, p) be a metric space. Given a,b € M, let [a,b] = [a,b], = {x € M |
p(a,b) = p(a,z) + p(x,b)}. Thus, [a,b] = [b,a] and [a, a] = {a}.

Definition. We say that p is a median metric if, for all a,b,c € M, [a,b] N [b,c]N
[c, a] consists of exactly one element of M.

We denote this element by u(a,b,c) — the median of a,b,c. It follows using
[Sho| that (M, p) is a median algebra (see [Ve, ChaDH] and Section 2 of [Bo4]).
Moreover, [a, b] is exactly the median interval between a and b, i.e. [a,b] = [a,b], =
{z € M | pla,b,x) = x}. Conversely, note that if (M, u) is a median algebra,
and p is a metric satisifying [a,b], = [a,b], for all a,b € M, then p is a median
metric inducing p. Also, the map p : M? — M is continuous (that is, M is a
“topological median algebra”).

The following definitions only require the median structure on M.

Definition. A subset B C M is a subalgebra if it is closed under p. It is convex
if [a,b] C B for all a,b € B. An n-cube is a subset of M median-isomorphic to
the direct product of n two-point median algebras: {—1,1}". (Note that any two-
point set admits a unique median structure.) We refer to a 2-cube as a square.
The rank of M is the maximal n such that M contains an n-cube. The rank is
deemed to be infinite if there are cubes of all dimensions.

Given A C M write (A) and hull(A) respectively for the subalgebra generated
by A and the convex hull of A, that is, respectively, the smallest subalgebra and
smallest convex set in M containing A. Clearly (A) C hull(A). If A is finite, then
so is (A). In fact, [(A)] < 22!, Any finite median algebra can be canonically
identified as the vertex set of a finite CAT(0) complex (see [Che]).
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Note that any interval in a connected median metric space is connected. (Since
the map [z — p(a,b,x)] is a continuous retraction to [a,b].) It follows that any
connected component of a median metric space is convex.

Definition. We say that a median metric space is proper if it is connected, com-
plete and has finite rank.

Henceforth we will assume that M is a proper median metric space, though as
we will comment, many of the constructions only require it to be a median metric
space, or indeed just a median algebra.

It was shown in [Bo2] (Corollary 1.3 thereof) that if M is proper, then every
interval [a,b] in M is compact. (One can go on to deduce that the convex hull of
any compact set is compact.)

We say that a topological median algebra is locally convez if evey point has a
base of convex neighbourhoods.

Lemma 2.1. Any median metric space, M, of finite rank is locally convex.

Proof. This follows since M is “weakly locally convex” in the sense of Section 7
of [Bol]. (Note that if a,b € M, then the diameter of [a,b] is equal to p(a,b).)
Since it has finite rank, Lemma 7.1 of [Bol], tells us that it is locally convex. [

(In the case, of interest here, namely the asymptotic cone of a finite rank coarse
median space, the conclusion also follows from Lemma 9.2 of [Bol].)

It was also shown in [Bol] (Theorem 2.2 thereof) that any locally compact
subset of M has topological dimension at most rank(M). (For more discussion of
dimension, see Section 4 of the present paper.)

The following was shown in [Bo4] (Theorem 1.1 thereof):

Theorem 2.2. If (M, p) is a proper median metric space, then there is a canon-
ically associated bilipschitz equivalent metric, o,, on M for which (M,o,) is

CAT(0).

In fact, we can arrange that p/y/rank(M) < o, < p.
Note that it immediately follows that M is contractible.

A simple example is R™ with the I' metric. In this case, o, recovers the euclidean
metric on R™. Any convex subset of R™ has the form P = [[_, I; where I C R
is a real interval (possibly unbounded). If each I; is either a singleton or all of R,
we refer to P as a coordinate plane. If each I; = [a;, b;] with a; < b;, we refer to P
as an ' cube. We refer to P =[]}, (a;, b;) as the relative interior of P, and we
refer to the elements of @ =[] {a;,b;} as the corners of P. Note that these are
determined by the intrinsic geometry of P. Also P = hull(Q). In fact, P = [a, 0]
where a, b are any pair of opposite corners of P.

Another class of examples arise from CAT(0) complexes. Suppose that Y is
(the topological realisation of) a finite CAT(0) complex. Suppose that each cell
is given the structure of an ! cube. This induces a path metric, p, on T, so that
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(T, p) is a median metric space. In this case, (T,0,) is a euclidean CAT(0) cube
complex, where we can allow the cells to be rectilinear parallelepipeds.

Definition. We refer to a space of the form (Y, p) as an ! cube complez.

There is a sense in which any proper metric median space can be approximated
by subspaces of this form. The following was shown in [Bo4] (Lemmas 7.5 and
7.6 thereof).

Lemma 2.3. Let (M, p) be a complete connected median metric space. Suppose
that I C M s a finite subalgebra. Then there is a closed subset T C M which
has the structure of a finite ' cube complex in the induced metric p, and such that
IT C T is exactly the set of vertices of this complex.

The statement is taken to imply that the metric p restricted to T is already a
path metric on Y. In general, T will not be unique. (One can make a canonical
choice by taking cells to be totally geodesic in the metric o, on M, but we will not
need this here.) Note that we do not assume here that the cells of T are convex
in M. (If that were the case, we refer to T as a “straight” cube complex, as we
will define more formally in Section 3.)

We continue with some more general observations. For the moment, M can be
any median metric space.

Given a,b € M, we define ¢ = ¢op : M — [a,b] by ¢(x) = u(a,b,x). This is a
1-lipschitz median epimorphism.

Definition. We say that two pairs (a,b), (c,d) in M? are parallel if [b, c] = [a, d].

It is equivalent to saying that both b, ¢ € [a,d] and a,d € [b,¢]. When a, b, c,d
are all distinct, it is also equivalent to saying that a, b, d, c is a square. Note that
parallelism is an equivalence relation on M?2. If a,b and c,d are parallel, then
Gapllc,d] is an isometry (hence a median isomorphism) from [c,d] to [a,b]. Its
inverse is ¢.q4|[a, b].

The following is a standard notion for median algebras.

Definition. If C' C M is closed and convex, we say that ¢ : M — C'is a gate
map of M to C'if ¢(z) € [x,c] for all z € M and ¢ € C.

(A more detailed discussion of gate maps can be found in Section 2.4 of [Bo7].)

One verifies that ¢ is a 1-lipschitz retraction of M to C, and a median homo-
morphism. If ¢ exists then it is unique. Note that the map ¢, of the previous
paragraph is a gate map to [a,b]. In fact, if M is proper, then gate maps to
closed convex sets always exist. This can be seen using the fact that intervals are
compact, though we will not need this here.

Definition. A wall in M is a partition of M into two non-empty convex subsets.

This is equivalent to a median epimorphism ¢ : M — {—1,1}, where the
partition is given by {¢~'(—1),¢ *(1)}. We can speak about an oriented or
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unoriented wall according to whether we consider the partition as an ordered or
an unordered pair. Any two disjoint convex subsets, C, D, of M are separated by
some wall, that is, C' C ¢~ '(—1) and D C ¢~(1). We say two walls, ¢, 1), cross if
the map (¢,v) : M — {—1,1}? is surjective. The rank of M can be equivalently
defined as the maximal cardinality of a set of pairwise crossing walls. We say that
M is n-colourable if we can colour the walls of M with n colours such that no two
walls of the same colour cross. This implies that rank(M) < n. (See Section 12
of [Bol] for more discussion of colourability.)

These notions only require the median structure on M. If II is a finite median
algebra, then we can identify the set of (unoriented) walls with the set of hyper-
planes in the associated finite CAT(0) complex. In this case, two walls cross if
and only if the corresponding hyperplanes intersect.

If a,b € M, then [a,b] admits a partial order defined by z < y if x € [a,y] (or
equivalently y € [z, b]). If [a, b] has rank 1, this is a total order. If M is connected
and metrisable, then [a, b] is isometric to a compact real interval. In particular,
any connected median metric space of rank 1 is an R-tree. (In this case, the metric
0,, described above, agrees with p.)

We also note the following construction of quotient median algebras. Suppose
that M is a median algebra, and that ~ is an equivalence relation on M such that
whenever a,b,c,d € M with ¢ ~ d, then p(a,b,c) ~ p(a,b,d). Let P = M/~.
Given z,y,z € P, set up(x,y,z) to be the equivalence class of u(a,b,c), where
a, b, ¢ are representatives of x,y, z respectively. This is well defined, the quotient
(P, uup) is a median algebra, and the quotient map is an epimorphism. Indeed any
epimorphism of median algebras arises in this way.

We finish this section with the following proposition which will be will be applied
to asymptotic cones of finite rank coarse median spaces (see Lemma 6.6).

Proposition 2.4. Let (M, u) be a median algebra with rank(M) < v, and let p
be a geodesic metric on M. Suppose that there is some k > 1 such that for all
a,b,c,d € M, we have p(u(a,b,c), u(a,b,d)) < kp(c,d). Then there is a median
metric A on M, bilipschitz equivalent to p, and which induces the median, L.
Moreover, the bilipschitz constants depend only on v and k.

The second hypothesis asserts that the projection to intervals is uniformly lips-
chitz. (It is precisely axiom (L2) of Section 1 of [Bo2].) It implies that the median
operation is lipschitz hence continuous (so M is a topological median algebra).
In fact, we can weaken the geodesic condition to assert that M is lipschitz path-
connected, in the sense of axiom (L3) of [Bo2]. The proof is the same, but we
won’t need the more general statement here.

In [Bo2], it was shown that if (M, u) is also finitely colourable, then it embeds
in a finite product of trees, so the induced metric is median. The proof below
amounts to observing the, under the weaker hypothesis of finite rank, the same
construction gives a median metric directly.
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Proof of Proposition 2.4. We write (a,b:c)y = 3(A(a,c) + A(b,c) — A(a,b)). Then
[a,b], = {z € M | (a,b:x), = 0} (i.e. the “Gromov product”). Thus, \ is a
median metric inducing p if and only if [a,b]y = [a,b] for all a,b € M. In this
case, given any a,b,c € M we have p(c,d) = {(a,b:d),, where d = u(a,b,c) (see,
for example, Section 2 to [Bo2]).

Now, if I C M is a finite subalgebra, we put a metric, Ar, on II as in Section 5
of [Bo2]. (To each wall, W, of Il we associate a “width”, A\(W), and set Ar(a,b) =
> ow A(W), as W ranges over the set, W(a, b), of walls separating a from b.) It is
easily seen that [a, ]\, = [a,b] N1I, the latter being the intrinsic median interval
in II. (This holds since W(a,b) C W(a,c) UW(b, ¢), with equality if and only if
¢ € la,b] N1II.) Therefore A is a median metric on II.

Moreover, Ar is uniformly bilipschitz equivalent to p restricted to II. This
follows as in Section 5 of [Bo2|. Note that if z,y € M, then [z, y] NI has rank at
most v. It follows by Dilworth’s lemma that [z, y] NIl is v-colourable (Lemma 2.3
of [Bo2]) and so embeddable as a subalgebra of the cube [0, 1] (Proposition 1.4
of [Bo2]). Lemmas 5.2 and 5.4 then respectively give us lower and upper bounds
on A(z,y) in terms of p(x,y). (Note that, in the notation of [Bo2|, T' < p(x,y), if
we assume that M is a geodesic space.)

As in Section 6 of [Bo2|, we note that the set of finite subalgebras of M, or-
dered by inclusion, is cofinal is the set of all finite subsets of M. Therefore,
by Tychonoff’s Theorem, we find a cofinal set of finite subalgebras, II, so that
Arr(a, b) — A(a,b) for all a,b € M, where A is a metric on M, bilipschitz equiva-
lent to p.

To see that A is a median metric inducing p, we need to check that [a, b]\ = [a, b].
To this end, suppose a,b,¢c € M and let d = u(a,b,c). Note that a,b,c,d € 11
for a cofinal subset of those II in our cofinal set of subalgebras. If ¢ € [a,b],
then (a,b:c)y, = 0 for all such II, so (a,b:c)y = 0, so ¢ € [a,b]x. Conversely, if
¢ € la, bx, then A(c,d) = (a,b:c); — 0,80 A(¢,d) =0,s0c=d,soc¢€lab. O

3. BLOCKS

In this section, we describe top-dimensional cubes in median metric spaces.
Let M be a proper median metric space. Throughout this section, we will use
v to denote rank(M).

Definition. An n-block in M is a convex subset isometric to an [' product of n
non-trivial compact real intervals.

This is equivalent to saying that it is convex and median-isomorphic to [—1, 1]™.
Clearly, n < v.

We write P = [[_, I;, where each I; is a compact real interval, and can be
identified with a 1-face of P.

Let Q(P) be the set of corners of P, that is, Q(P) = [[,{a;, b;} where I; =
[a;, b;]. Tt is clear that Q(P) is intrinsically an n-cube in P, hence an n-cube in
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M. We see P = hull(Q(P)). In fact, P = [a, b], where a, b are any pair of opposite
corners of Q.

Lemma 3.1. Let M be a proper median metric space of rank v. The following
are equivalent for a subset P C M:

(1) P is v-block.

(2) P is the convexr hull of a v-cube in M.

(3) P is isometric to a v-dimensional I* cube.

Proof. The fact that (2) implies (1) was proven in [Bo4|, (see Proposition 5.6
thereof). Suppose (3) holds. Let a,b be opposite corners of P (defined intrinsi-
cally). Directly from the definition of intervals in M, we can see that P C [a, ],
and so P C hull(Q), where @ is the set of corners of P. By the observation
preceding the lemma, we know that hull(Q) is a v-block, and it now follows easily
that we must have P = hull(Q). O

In (3) here, we are assuming that P is isometric to an ! cube in the induced
metric. We suspect that it would be sufficient to assume that this were the case for
the induced path-metric. We will show this to be the case under some regularity
assumptions (see Lemma 3.4 below).

Lemma 3.2. Let M be a proper median metric space of rank v. Suppose that
P, P" C M are v-blocks, and that P N P’ is a common codimension-1 face. Then
P U P is also a v-block.

Proof. Let Ry = Q(PNP') = Q(P)NQ(P). Let R = Q(P)\ Ry and R =
Q(P') \ Ry. Thus Ry, R, R" are parallel (v — 1)-cubes. In particular, RU R’ is a
v-cube. Let P” = hull(RU R’). By Lemma 3.1, this is a v-block. We claim that
Ry C P". For if ry € Ry, let r € R and " € R’ be adjacent vertices of Q(P)
and Q(P’) respectively. Thus, [ro,r] and [rg, '] are 1-faces of Q(P) and Q(P’).
In particular, [ro, 7] N [ro,7'] = {ro} and so ry € [r,r'] C P” as claimed. It now
follows that P U P' = P”. O

More generally, if P, P’ are any two blocks, then so is P N P’ provided it is
non-empty. In fact, P N P = hull(Q), where @ is the projection (image of the
gate map) of Q(P’) to P. In particular, Q(P N P") C (Q(P) U Q(P)).

We have the following procedure for subdividing blocks. Suppose that P =
[, L. If F; C I, are finite subsets containing the endpoints, then F' =[], I;
is a finite subalgebra of P. In fact, any finite subalgebra of P containing () has
this form. We can represent P as an [! cube complex whose vertex set is exactly
F. We refer to this as a subdivision of P.

Lemma 3.3. Suppose that P is a finite set of blocks in M. Then we can subdivide
these blocks to find another set of blocks, P, with |JP = \J P’ such that any two

blocks of P’ meet, if at all, in a common face.
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Proof. Let A = Jpep @(P) and let IT = (A). If P € P, then PNIlis a subalgebra
of P containing Q(P) and so determines a subdivision of P. We subdivide each
element of P in this way to give us our new collection P’. Now if P, P € P,
then Q(PNP') C (Q(P)UQ(P)) CII. But by construction, PNII C Q(P) and
PNIICQP),soQPNP)C PNPNIICQP)NQ(P). It now follows that
PN P is a common face of P and P’ as claimed. O

In other words, we can realise | JP as an [' cube complex in M all of whose
cells are blocks.

Definition. A straight cube complex in M is an embedding of a locally finite
cube complex in M such that each cell is a block (necessarily of the corresponding
dimension).

The following is equivalent to the informal definition of “cubulated” given in
Section 1.

Definition. A cubulated set is a subset of M which is a locally finite union of
blocks.

A cubulated set, @, is clearly closed, and by the above, we see that any point
x € ¢ has a neighbourhood in ® which is a straight cube complex contained in
®. In fact, we can assume that z is a vertex of this cube complex. Note also that
a finite union or a finite intersection of cubulated sets is also cubulated.

In fact, if ®q,...,P, is a finite set of cubulated sets, with =z € (), ®;, then
we can find a straight cube complex, T C |J, ®; as above, with each T N ®; a
subcomplex of Y. (This is a consequence of the construction of Lemma 3.3.)

Lemma 3.4. Suppose that ® C M is cubulated. Suppose that P C ® is isometric
to a v-dimensional [* cube in the path-metric induced from p. Then P is a v-block
wmn M.

Proof. By Lemma 3.3 we can find a straight cube complex T C &, with P C T.
We can assume that the intrinsic corners of P are all vertices of T. It now follows
that P is a union of v-blocks of M, which are v-cells of Y. These determine a sub-
division of P in the induced path metric on P. Applying Lemma 3.2 inductively,
we see that P is a block in M. O

Definition. Suppose that & C M is cubulated. We say that a point x € ® is
reqular if it is has a neighbourhood in & which is a v-block in M. Otherwise, we
say that x is singular. We write ®g for the set of singular points of ®.

Note that ®g is a cubulated set of dimension at most v — 1.

Suppose now that ® is cubulated and homeomorphic to R”. If K C & is
compact, then K lies inside a straight cube complex, T, in ®. Moreover, we can
assume that any (v — 1)-cell of T meeting K lies in exactly two v-cells of T. By
Lemma 3.2, the union of these to cells is also a r-block in M. From this, we
deduce:
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Lemma 3.5. Suppose that ® C M is cubulated and homeomorphic to R”. Then
®g 1s a cubulated set of dimension at most v — 2.

Note that, if P is any block in ®, then the relative interior of P in ® is exactly
the intrinsic relative interior of P, as defined earlier.

Definition. A leaf segment of ® is a closed subset, L, of ® homeomorphic to a
real interval such that if x € L, then there is a block P C ¢ containing x in its
relative interior, with L N P lies in a coordinate line of P. If the real interval is
the whole real line, we refer to L as a leaf.

Clearly this implies that L N &g = &. We note:
Lemma 3.6. FEvery leaf segment of ® is convex in M.

Proof. Let L C ® be a leaf segment, and suppose I C L is a compact subinterval.
Since I N &g = @, we can find a subset P C & which is a block in the intrinsic
path metric on P, and with I C P an intrinsic coordinate line with respect to
that structure. But by Lemma 3.4, P is a block in M, and so [ is convex. It now
follows that L is convex. O

Definition. A flat in M is a closed convex subset isometric to R” with the /!
metric.

(Note that we always take a flat to be of maximal dimension; that is, v =
rank(M).)

In fact (as with blocks), we see that any closed subset of M which is isometric
to R” in the induced metric is flat. (Indeed, we suspect this remains true if we
substituted “induced path-metric” for “induced metric” in the above.) Also, any
closed convex subset of M median isomorphic to R”, with the standard product
structure, is a flat. In particular, the notion depends only on the topology and
median structure.

Clearly a flat is a cubulated set with empty singular set. Conversely, we have:

Lemma 3.7. Suppose that ® C M is a cubulated set homeomorphic to R”, and
with ®s = @. Then ® is a flat.

Proof. First note that, in the intrinsic path metric, ® is locally isometric to R”
in the [* metric. Since it is complete, it must be globally isometric. By Lemma
3.4 any subset of ® that is intrinsically a block is indeed a block in M, and so,
in particular, convex. Since any two points of ® are contained in such a subset,
it follows that ® is convex. The induced path metric is therefore the same as the
induced metric. 0

Here is a criterion for recognising that a cubulated set is indeed non-singular:

Lemma 3.8. Suppose that ® C M is cubulated, and that there is a homeomor-
phism [ : RY — ® such that if H C R” is any codimension-1 coordinate plane
in RY then f(H) is cubulated. Then ® is a flat, and f is a median isomorphism.
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Proof. Suppose that L C R” is a coordinate line, and that = € L with f(x) ¢ ®g.
Let Hy, Ho, ..., H, be the codimension-1 coordinate planes through x, with L =
Mi, H;, and with H; orthogonal to L. As noted after Lemma 3.3, we can find
a neighbourhood, T, of f(z) in ®, which is a straight cube complex, with f(x) a
vertex, and each f(H;) NY a subcomplex of Y. In particular, f(L) = (,_, f(H;)
is a 1-dimensional subcomplex, and so meets f(z) in a pair of 1-cells of T. Let A
be the link of f(z)in Y. Since f(z) ¢ Pg, this is a cross polytope. Note that f(L)
determines two vertices, p,q, of A. Now f(H;) separates the two rays of f(L)
with basepoint f(x) in ®. It therefore determines a subcomplex of A separating
p from ¢ in A. It follows that p and ¢ must be opposite vertices of A. We see
that the union of the two 1-cells of f(L) meeting z is convex.

In summary, we have shown that, away from ®g, the images of coordinate lines
are locally convex, that is, leaf segments of ®. By a simple compactness argument,
it now follows that if I C R” is a compact interval lying in a coordinate line with
f(I)N®g = &, then f(I) is a leaf segment of ®. We can now deduce that if P C &
is any v-block in ® \ ®g, then f~!|P is a median isomorphism to a block f~!(P)
in R”. In fact, it is enough that P should not meet ®g in its relative interior.

Suppose now that y € &. Let T C & be a straight cube complex that is a
neighbourhood of y, and with y as a vertex. To simplify notation, suppose that
f~Y(y) is the origin in R”. Let P be a cube of T with y a corner of P. Then
S~ P has the form [];_, [0, ¢;] for some ¢; > 0. Since there are only finitely many
such P, after shrinking them, we can assume that the preimages all have the form
[T;—,[0, £t] for some ¢ > 0. We see that there are exactly 2" such cubes, which fit
together into a bigger cube of the form f([—t,¢]”). In particular, the link of y in
T is a cross polytope, and vy is regular.

We have shown that &g = &, and so by Lemma 3.7, ® is a flat. O

For reference elsewhere (see Proposition 4.8 below) we note that there is a
variation on Lemma 3.8, where R” is replaced by a real cube, [—1,1]", and
& = f([-1,1)")). In fact, it is enough to assume that the relative interior,
f((=1,1)™) C &, is cubulated (in the sense that any compact subset of f((—1,1)")
lies inside another compact subset of ® which is cubulated). Also, we only need
to consider coordinate planes restricted to the interior of ®. The argument is es-
sentially the same, this time applied to the relative interior of ® and then taking
the closure.

4. CUBULATING PLANES

In this section, we discuss the regularity of “top-dimensional manifolds” in M.
These play an important role in [KIL, KaKL, BehKMM] etc. Our argument is
analogous to those to be found there, though set in a somewhat different context.
Here, we interpret this in terms of cubulations. We will only use dimension of
(locally) compact sets, so all the standard definitions are equivalent. For defi-
niteness, we can interpret the dimension of a topological space to be its covering
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dimension. (Note that this differs from the notion of “topological rank” used in
[KIL].)
Suppose that (M, p) is a complete median metric space. We first note:

Lemma 4.1. Any locally compact subset of M has topological dimension at most
rank(M).

Proof. First note that by Lemma 2.1, M is locally convex. The statement then
follows by Theorem 2.2 and Lemma 7.6 of [Bol]. O

From this we see that if M is homeomorphic to R, then v = rank(M). (The
fact that v > rank(M) is an immediate consequence of Lemma 4.1. For the
other direction, note that by Lemma 2.3, any n-cube in M is the vertex set of an
embedded [ cube in M, and so n < v, and it follows that rank(M) < v.)

In fact, we can say a lot more about the regularity of such a space:

Lemma 4.2. If M is a complete median metric space homeomorphic to R, then
M is cubulated.

In particular, we see that M is locally isometric to R” with the ! metric away
from a cubulated singular set of dimension at most v — 2. (Note that we are
not claiming that the cubulation is combinatorial in the sense of PL manifolds.
Certainly the link of any cell in the cubulation will be a homology sphere. It is
not clear whether it need be a topological sphere in this situation.)

Proof of Lemma 4.2. Let By C By be topological v-balls in M. We suppose that
N(By;2u) C By, where N(.;7) denotes the metric r-neighbourhood with respect to
the metric p. Let 0 < s <t < u be sufficiently small depending on u, as described
below. We take a topological triangulation of 0By, all of whose simplices have
diameter at most s. Let A C 0By C M be the set of vertices of this triangulation,
and let IT = (A) C M. By Lemma 2.3, II is the vertex set of an ! cube complex,
T, embedded in M. We extend the inclusion of A into T to a continuous map
f 0By — Y. Provided s is small enough in relation to ¢, we can arrange that
the p-diameter of the image each simplex is at most t. (For example, take the
corresponding euclidean metric, oy, on Y. Then (Y, oy) is CAT(0), and we can
map in simplices, inductively on the 1-skeleta by taking geodesic rulings. In this
way the oy-diameter of the image of any simplex is at most s. Now p < oy+/v, 80
this works provided sy/v < t.) Now p(z, f(x)) < s+t for all 9B,. Again, provided
t is small enough in relation to u, we can find a homotopy, F : 9By x [0, 1] — M,
between f and the inclusion of By into M whose trajectories all have length at
most u. In particular, the image of the homotopy lies in N (0By; u) and is therefore
disjoint from Bj;. For this, it is convenient to take the CAT(0) metric, o, on M,
as given by Theorem 2.2. We can then use linear isotopy in this metric, that
is, the trajectory from = to f(x) is the o-geodesic segment. Again we note that
p < 0+/v, so this works provided (s + t)/v < u.
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Now T is a CAT(0) complex in the euclidean metric, and so in particular is
contractible. We can therefore extend f : 0By — T arbitrarily to a continuous
map f : By — T. We combine this with the homotopy constructed above
to give a continuous map g : By —> M which restricts to inclusion on 0B,.
More formally, if x € By \ {0}, write x = A&, where A € (0,1] and & € 9B,
(via any homeomorphism of By with the unit ball in R¥). If A < % then set
g(z) = f(222). If X > %, then set g(z) = F(&,2\ — 1). We set g(0) = 0. Note
that g(By) = f(Bo) Uimage(F'), and we have noted that B; Nimage(F') = @, and
so By N g(By) € f(By). But now, By C ¢g(By) (since g|0By is just inclusion). It
therefore follows that By C f(By) C Y.

We do not know a-priori that Y is a straight complex. However, every v-cell of
T must be a v-block. Moreover, By must lie in the union of these v-cells. (For if
x € By, then any cell of T must lie in a v-cell, otherwise some neighbourhood of
x in By would have dimension at most v — 1.) Since B; was an arbitrary v-ball
in M, we see that every compact subset of M lies in a finite union of v-blocks of
M. Tt follows that M is cubulated. O

We can give a more general version of this for subsets of a proper median metric
space as follows (given as Proposition 1.2 in Section 1).

Proposition 4.3. Suppose that M is a complete median metric space of rank
at most v, and that ® C M 1is a closed subset homeomorphic to RY. Then ® is
cubulated.

Clearly, in this case, the rank will be exactly v. As before, we see that ® is
locally isometric to R” in the I! metric away from a codimension-2 singular set
(see Lemma 3.5).

Note that there is no loss in assuming that M is connected (hence “proper”
in the terminology of Section 3) since we can simply restrict to the component
containing ®. We have already observed in Section 2 that this is convex, hence
intrinsically a complete median metric space.

For the proof, will need the following two topological lemmas:

Lemma 4.4. Suppose that X is a hausdorff topological space and that B, P C X
are embedded topological n-balls, with intrinsic boundary spheres S(B) and S(P)
respectively. Suppose that P\ S(P) is open in X, that PN S(B) = @ and that
BNP\S(P)+@. Then P C B.

Proof. Write I(B) = B\ S(B) and I(P) = P\ S(P) for the relative interiors.
These are both homeomorphic to R*. Let U = I[(P)N B = I(P)NI(B). By
assumption, U # @. Now [(P) is open in X, so U is open in I(B). Thus, U
is homeomorphic to an open subset of R", hence, by Invariance of Domain, it
is also open in I(P). But U = I(P) N B, so U is also closed in I(P), and so,
by connectedness, U = I(P). In other words, I(P) C I(B), and it follows that
P C B as claimed. O
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For the second topological lemma, we need the following definition.

Definition. The (locally) compact dimension of a hausdorff topological space is
the maximal topological dimension of any (locally) compact subset.

Clearly, the compact dimension is at most the locally compact dimension, which
in turn, is at most the “separation dimension” as defined in Section 7 of [Bol].

Lemma 4.5. Suppose that M is a hausdorff topological space of compact dimen-
ston at most v. Suppose that B is a topological v-ball with boundary OB. Suppose
that fo, fi : B — M are continuous and homotopic relative to 0B, and that fy
is injective. Then fo(B) C f1(B).

The proof is based on an argument in Section 6.1 of [KIL]. A related, but
slightly different statement can be found Section 6 of in [BehKMM]. In what
follows, H, will denote Cech homology with coefficients in a field (say Z, to be
specific). We will only deal with compact spaces, so that the usual homology
axioms, in particular, homotopy, excision and exactness, hold. We need compact
spaces and field coefficients for exactness, see Chapter IX of [EiS]. (Note that
in [KIL], it is implicit from context that singular homology is being used. As
a consequence they use open sets instead of compact sets.) Note that, if K is
compact and of dimension at most v, then H, (K, A) is trivial for any compact
A C K and any n > v.

Proof. Let C = fo(B), D = fi(B), S = fo(0B) = f1(0B) and let E C M be
the image of a homotopy from fy, to f;. Thus, S C CnNnD C CUuD C FE
are all compact. Suppose, for contradiction, that p € C'\ D. Let N C C be
an open neighbourhood of p in C', whose closure is homeomorphic to a closed
v-ball disjoint from D. Now H,(C,C \ N) = H,_1(S) = Z,, but the image of
H,(C,C\ N)in H,(E,CUD\ N) is trivial. (Note that this corresponds to the
image of H,_1(0B) under that map induced by f; ~ f;.) Now the natural map
H,(C,C\N) — H,(CuUD,CUD\N) is an isomorphism, by excision. Also, since
H,.1(E,C U D) is trivial, the exact sequence of triples tells us that the natural
map, H,(CUD,CUD\ N) — H,(E,CUD\ N) is injective. Composing, we
get that the natural map H,(C,C\ N) — H,(E,CUD\ N) is injective, giving
a contradiction. 0

We can now give the proof of Proposition 4.3. We have already observed that we
can assume M to be connected. We recall that M is contractible (see Proposition
2.2), and has locally compact dimension at most v (Lemma 4.1).

Proof of Proposition 4.3. This is an extension of the argument for Lemma 4.2.
This time, we take three closed topological balls, By C By C By C ® C M. We
assume that Bs is contained in the relative interior of By, and that N (By;2u) C By
(in the metric p on M). We start as before, triangulating 9By, to give us a complex
T C M, a continuous map f : By — T, and a homotopy in M from f|0By to
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the inclusion of 0By. We can arrange that the homotopy does not meet B;. We
combine f with this homotopy to give a continuous map, g : By — M, which
restricts to the identity on 0B.

Since M is contractible, g is homotopic to the inclusion of By in M, relative
to 0By. Therefore, Lemma 4.5 tells us that By C g(By). Moreover, as observed
above, the homotopy part of g does not meet By and so we see that By C f(By) C
T.

In summary, we have B, C B; C T. After subdividing, we can suppose that
any cell of T meeting By is disjoint from the spherical boundary, S(B;), of By.
Let P be the set of v-cells of T meeting B; in their relative interiors. Each of
these is a v-block, and by the same dimension argument as in the proof of Lemma
4.2, we have By C |JP. We claim that (P C &.

In fact suppose that P € P. We apply Lemma 4.4 with X =Y, B = B;. Since
T is a complex of dimension v, we have P\ S(P) open in Y. Also, P\ S(B;) = &,
and by assumption By N P\ S(P) C B; N P\ S(P) is non-empty. It follows that
P C By, so in particular, P C .

Since B, can be chosen arbitrarily, we see that any compact subset of & is
contained in a finite union of v-blocks contained in ®, and so ® is cubulated as
required. O

Remark. In fact, the argument shows that if B C M is homeomorphic to a closed
v-ball, and K C B\ 0B is a compact subset of the relative interior, then there is
a compact cubulated set, T, with K C T C B.

Combining Proposition 4.3 and Lemma 3.8, we get:

Proposition 4.6. Suppose that M is a complete median metric space, and that
® C M is a closed subset and that there is a homeomorphism f : RY — ® with
the following property. For each codimension-1 coordinate plane, H C RY, there

is a closed subset, W C M, homeomorphic to R” such that f(H) = ® N . Then
® is a flat, and f is a median isomorphism.

Note that the hypotheses on ® only depend on the topological structure of M.

We conclude, in particular, that ® is isometric to R” with the [! metric.

This is all we will need for the discussion of the marking graph in this paper. We
also include the following results which will be relevant to applications elsewhere

(see [Bo7, Bog]).
Definition. We say that an R-tree is furry if every point has valence at least 3.

Proposition 4.7. Suppose that M is a complete median metric space of rank v,
that D is a direct product of v furry R-trees, and that f : D — M is a continuous
injective map with closed tmage. Then f is a median homomorphism. Moreover,
f(D) is convex.

Proof. By a product flat in D we mean a direct product of bi-infinite geodesics
in each of the factors. If every point in each factor has valence at least 4 (as in
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the cases of genuine interest) then we see that every product flat, ®, satisfies the
hypotheses of Proposition 4.6, and so f|® is a median homomorphism. Now any
two points, a, b lies is some such product flat, ®, and [a,b] C ®. Thus, of ¢ € [a, b],
then fc € [fa, fb], and it follows that f is a median homomorphism on all of D.

If we allow for vertices of valence 3, then we just note that any codimension-1
coordinate plane in ® is the intersection of three product flats, hence cubulated.
We can then apply Lemma 3.8 directly, to see that f is a median homomorphism
on @, hence, as above, everywhere. O

We remark that Proposition 4.7 applies in particular if M is also a product
of v R-trees. It follows that f splits as a direct product of embeddings, up to
permutation of the factors. Some further discussion of this, with applications,
can be found in [Bo5].

Definition. A tree product, T, in M is a convex subset median isomorphic to a
direct product of v non-trivial rank-1 median algebras. It is mazimal if it is not
contained in any strictly larger tree product.

Note that T is an ! product of R-trees. It is easily seen that the closure of a
tree product is a tree product, and so any maximal tree product is closed.

Note that in the above terminology, any closed subset of M homeomorphic to a
direct product of v furry R-trees for v > 2 is a tree product (by Proposition 4.7).

For applications elsewhere, in particular in [Bo7], we note that we can relax the
“furriness” condition somewhat.

Definition. An R-tree is almost furry if it is infinite, and no point has valence
equal to 2.

In this case, by removing the extreme (valence-1) points, we obtain the maximal
furry subtree. Then following was given as Proposition 1.3 in the introduction.

Proposition 4.8. Suppose that M is a complete median metric space of rank v,
that D is a direct product of v almost furry R-trees, and that f : D — M 1is a
continuous injective map with closed image. Then f is a median homomorphism.
Moreover, f(D) is convexr.

Proof. We can apply the arguments to the maximal subset which is a product
of furry trees, and then take its closure. We have already observed that the
key statements, in particular Lemma 3.8 and Proposition 4.3, have local versions
which can be applied to this case. [

5. ULTRAPRODUCTS

In this section, we give some general background to the theory of ultraproducts
and asymptotic cones. The notion of an asymptotic cone was introduced in [VaW]|
(see also [G]). The idea behind this is to keep rescaling the metric so that points
move closer and closer together, and then pass to an “ultralimit” of the resulting
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spaces. (Here, the term “ultralimit” is used in the sense of [G], rather than in the
usual sense of model theory.) We then factor out “infinitesimals” to give what we
call here an “extended asymptotic cone”. If we also throw away the “unlimited”
parts (beyond infinity), we get the usual asymptotic cone. In principle, this may
depend on the choice of rescaling factors and (if the continuum hypothesis fails)
on the choice of ultrafilter, but such ambiguity will not matter to us here.

Let Z be a countable set equipped with a non-principal ultrafilter. We can
think of this as a finitely additive measure on Z, taking values in {0, 1}, such that
Z itself has measure 1, and any finite subset of Z has measure 0. If a predicate,
P(¢), depends on ¢ € Z, we say that P holds almost always if the set of { for
which it holds has measure 1.

We refer to a sequence of objects indexed by Z as a Z-sequence. Typically, we
will use the notation X = (X¢)¢ for such a sequence. If these are all sets, we write

H)? = HC X¢ for their product. Given &,y € H)?, we write I &~ ¢/ to mean that

z¢ =y almost always. Thus, ~ is an equivalence relation on [ [ X , and we write
UX =[] X/~ for the quotient.

Definition. We refer to X as the ultraproduct of the Z-sequence X.

Note that we only need to have z. defined almost always to determine an
clement of UX. We write x = [] for this element.

We write P(X) for the Z- sequence (P(X¢))¢, where P denotes power set. There
is a natural map UP(X) — PUX), defined by sending Y to the set of x = [7] €
UX such that z¢ € Y almost always. We can identify the image of this map with
UY . Note that we can define unions and intersections in P(X) (by taking unions
and intersections on each (-coordinate). These operations are respected by the
above map.

Given two Z-sequences of sets, X and }7, we can form the direct product XxY
as (X¢ x Y¢)¢, and we see that U(X x Y) is naturally identified with UX x UY .
A Z-sequence of relations on X, x Y, give rise to a relation on UX x UY via the
map from UP(X x Y) to PUX x UY). In other words, x is related to y if .
is almost always related to y.. A particular case is when relation on X, x Y; is
almost always the graph of a function. In fact, the following is a simple exercise:

Lemma 5.1. Given any zZ- -sequence of functions, fc : X — Y¢, there is a

unique functionUf : UX — UY, such that'y = Uf(x) if and only if ye = fe(xe)
almost always.

We also note that the discussion of relations also applies to finite products of
sets, and so to n-ary relations and n-ary operations for any finite n. For example,
if Tis a sequence of groups, then U [ has the structure of a group. If each I'¢ acts
on a set X¢, then UT acts on UX.

Suppose that X, = X is constant. In this case, we write UX = Ux.
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Definition. We refer to X as the ultrapower of the set X.

There is a natural injection X into U X obtained by taking constant sequences.
We refer to the image of this map as the standard part of UX. We usually identify
X with the standard part of /X . If X is finite, then U X is equal to its standard
part.

Note that the ultrapower, UR, of the real numbers is an ordered field. We say
that x € UR is limited if |x| <y for somey € R C YR (where |x| = max{x, —x}).
Otherwise it is unlimited. We say that x is infinitesimal if |x| <y for all positive
standard y. Note that 0 is the only standard infinitesimal, and that the non-zero
infinitesimals are exactly the reciprocals of unlimited numbers.

There is a well defined map st : YR — [—o00,00] = RU {—00, 00} such that
st(x) = oo if x is positive unlimited, st(x) = —oo if x is negative unlimited, and
X — st(x) is infinitesimal if x is limited. We refer to st(x) as the standard part
of x. We will usually restrict attention to non-negative numbers, so we get a
map st : U[0,00) — [0,00]. If (z¢)¢ is a Z-sequence of real numbers, we write
re = x € RU {00} to mean that x = st(x). (This is the same as taking limits in
R with respect to the ultrafilter.)

In the case of the natural number, there are no infinitesimals, and N is an initial
segment, of UN. We get a map st : UN — N U {oco} which is the identity on N.

Given any set M we define an non-standard metric on M to be a metric with
values in UR. In other words, it is a map M? — U[0, o) satisfying the same ax-
ioms as a metric, except with R replaced by U/R. Note that, if ¢ is a non-standard
metric, the composition & = stoo : M? — [0,00] is an idealised pseudometric
on M. Here, we use the term idealised to mean that we allowing points to be
an infinite distance apart. As with usual pseudometric spaces, we can take the
hausdorffification, M , of M. In other words, given x,y € M, we write x ~ y
to mean that &(x,y) = 0. Thus ~ is an equivalence relation on M, and we set
M = M/~. The induced map, & : M? — [0, 00| is an idealised metric on M.

Note that the relation on M given by deeming x to be equivalent to y if 6(x, y) <
oo is an equivalence relation.

Definition. A component of an idealised metric space, M, is an equivalence class
under the above relation.

Note that components are both open and closed in the topology induced on M.
Also any component is a metric space in the usual sense. Note that we can speak
about an extended metric space as being complete; that is, all its components are
complete metric spaces. (We will see that, in the cases of interest in this paper,
this notion “component” will coincide with the usually notion of a connected
component).

Suppose that ((X¢,0¢))¢ is a Z-sequence of metric spaces. This gives rise to a

non-standard metric, o, on UX, and hence to an idealised pseudometric, &, on
UX. Let X be the hausdorffification, with idealised metric 6 : X? —s [0, o0].
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If x. € X¢, we write 2. — x to mean that z € X is the image of the sequence
x under the natural maps. We think of x as the limit of the z¢. By construction,
every sequence has a unique limit.

For the following lemma, we use the fact that Z is countable to find a Z-
sequence (n¢)¢ in N with ne — oco. For example let, n : Z — N be any injective
map. (This is true of a broader class of cardinals than Xy, though we won’t pursue
that issue here — we will have no need of any uncountable indexing sets.)

~

Lemma 5.2. (X,5) is complete.

Proof. Let (z');eny be a Cauchy sequence in X. It is enough to show that (2%);
has a convergent subsequence. We can suppose that &(z%, z°) < 1/27+1 for all

i. Given 7 € N, let ()¢ be some representative of z* in X = (X¢)¢. Let Zo(j) =
{C € 2| ocalal™) < 1/2}, let Z2(i) = M;; Z0(j) and Z(c0) = (2, Zo(j)-
Given ¢ € Z\ Z(00), let i(¢) = max{i | ( € Z(i)}, and let y, = 3:2(0. Note that
if ( € Z(i), then o¢(yc, v¢) < 30 ,5,(1/27) < 2/2°. We distinguish two cases.

If Z(00) has measure 0, then y is defined almost always. Let y be the image of
(yc)c in X. Now oc(ye, v¢) < 2/2° almost always, and so o (y, ") < 2/2', showing
that ' converges to y.

If Z(oc0) has measure 1, we set y, = xzc, where n¢ — 00, and argue as before.
OJ

Suppose that A; C X, (almost always). As discussed earlier, this gives rise to
a subset of X which can be identified with /A. We denote its image in X by
A. In fact, restricting the metrics, (A,&) is the limit of the subspaces (A¢,o¢)
constructed intrinsically. Note that € A if and only if o¢(z¢, Ac) — 0 (where
we are taking limits with respect to the ultrafilter on Z). We also note that A
is closed in the induced topology on X. This can be seen by a similar argument
to Lemma 5.2, or simply by noting that A is complete in the induced metric.
Note that R is an ordered abelian group, which we refer to as the extended reals.
(In this paper, this will usually be denoted instead by R*, for the reasons given
below.)

Suppose that fo : X — Y is a Z-sequence of maps between the metric
spaces (X¢,0¢) and (Y¢, 0;). We have a map, Uf UX — UY given by Lemma
1. Suppose there is a constant, k € [0, 00), and a Z-sequence, (h¢)¢, in [0, 00) with
h¢ — 0, such that for almost all ¢ and all z,y € X we have o;(f¢(2), fe(y)) <
ko¢(z,y)+ he. Then, U f induces a k-lipschitz map f:X — Y. (The graph of f
is the limit of the graphs of the f¢, taking the [* metrics on X x Yz.) The image
f (Y) is the limit of the images, fc(X(), in the sense of the previous paragraph.

Suppose that ((X¢, Z))c is a Z-sequence of geodesic metric spaces. Then the
components of (X ,0) are precisely the connected components, and each such com-
ponent is a geodesic space. (This can be seen by applying the previous paragraph
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to geodesics, thought of as uniformly lipschitz maps of a compact real interval
into the spaces X¢.)

Suppose that (X¢, pc) = (X, p) a constant sequence. In this case, we get a
natural injective map of (X, p) into the limit (X, 3), which is an isometry onto its
range. The closure of this range in X is just the metric completion of X.

More interestingly, we can take a positive infinitesimal, t € YR, and set o¢ = t¢p
to be the rescaled pseudometric. In this case, we write (X*, p*) = (X,6) for the
limiting space. Note that this is the same as taking the rescaled metric space
(X, tp) and passing to its hausdorffification.

Definition. We refer to (X*, p*) as the extended asymptotic cone of X with
respect to t.

Note that X* has a preferred basepoint, namely that given by any constant
sequence in X. This, in turn, determines a preferred component, X, of X*,
namely that containing this basepoint.

Definition. We refer to X as the asymptotic cone of X with respect to t.

By Lemma 5.2, the asymptotic cone is always complete. If X is a geodesic
space, so is X*°.

One can generalise the above to a Z-sequence of metric spaces, (X, p¢), rescaled
by an infinitesimal t, to give an extended asymptotic cone, (X*, p*). In this case,
one needs a sequence of basepoints, e € X¢ to determine a basepoint and base
component of X*.

Definition. We say that a Z-sequence of maps, f- : X; — Y: between metric
spaces are uniformly coarsely lipschitz if there are constants, k, h > 0, such that
for almost all ¢ € Z and all x,y € X¢, we have o((fc, fey) < ko¢(x,y) +h. They
are uniform quasi-isometric embeddings if also o¢(z,y) < ko (fex, fey) +h. They
are uniform quasi-isometies if also Y = N(fc(X¢); h).

Lemma 5.3. A Z-sequence of uniformly coarsely lipschitz maps, fc: X — Y¢,
induces a lipschitz map, f*: X* — Y™, which restricts to a map f>* : X*° —
Yoo, If the maps f¢ are uniform quasi-isometric embeddings, then f* and f
are bilipschitz onto their range. If they are quasi-isometries, then f* and f* are
bilipschitz homeomorphisms.

Proof. By Lemma 5.1, we have a map Uf : UX — UY. This decends to a map
[ X* — Y (since teoc(we, yc) — 0 implies teol(fe(we), fe(ye)) — 0). The fact
that f* and its restriction f* are (bi)lipschitz follows since the ht; — 0, so the
additive constant disappears in the limit. O

In particular, quasi-isometric spaces have bilipschitz equivalent asymptotic cones
(for the same scaling sequence).

An example of the above construction is given by a sequence, G = (Ge)¢ of
graphs. Let V; = V(G¢) be the vertex sets. The adjacency relations on the V
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determine an adjacency relation on U ‘7, so as to give it the structure as the vertex
set, V(Z/lé), of a graph UG. Tf each G is connected, the combinatorial distance
functions on V; give us a limiting non-standard metric and hence an idealised
metric on UV, with values in N U {oco}. This is the same as the combinatorial
idealised metric given by UV = V(U é) In particular, the components are again
the connected components. (Note that we lose some information in the standardi-
sation process, since different pairs of components might be at different unlimited
distances apart.)

Suppose that [= (F¢)e is a Z- sequence of groups. Then UT is also a group. If
each I'c acts on a set X, then UT acts on UX. If I'¢ acts by isometry in some
metric space, then so does UT. If T and X are fixed, then any two points of
X C UX in the same UT-orbit also lie in the same [-orbit (since if y = gz for
some g € UT', then y = gex for almost all g, and so certainly for some g).

If I is a fixed group acting on a metric space, X, we get an induced action of
UT on the extended asymptotic cone, X* (with respect to any infinitesimal t).
Note that we can identify I" as a normal subgroup of UI'. In fact, we have normal
subgroups, I' <U'T, U'T <U°T and U°T <« Ty, of Iy, where U'T is the stabiliser
of the basepoint of X*, and U°T is the setwise stabiliser of the asymptotic cone,
X, Note that U'T" and U°T" may depend to t.

If the action of T" on X is cobounded (i.e. X is a bounded neighbourhood of
some, hence any, I-orbit), then the actions of UT" on X* and of U°T on X are
transitive. In particular, X* and X are homogeneous (extended) metric spaces.

Note that, a special case of this construction is R*, which is always isomorphic
to the extended reals, R. If X is a Gromov hyperbolic space, then X* is an R*-
tree, and X is an R-tree. Of course, this also applies to the asymptotic cone of
a sequence of uniformly hyperbolic spaces.

Terminology. To briefly summarise our terminology, we use “non-standard” to
refer to ultralimits, “extended” to refer to the standard part of a non-standard
number (quotienting out by infinitesimals), and “idealised” to mean we are ad-
joining +oco. In this way, we have the extended reals, R* as a subset (or quotient)
of the non-standard reals YR. We can view the idealised reals, [—oo, 0], as a
quotient of R*.

6. COARSE MEDIAN SPACES

Coarse median spaces were defined in [Bol]. The main point here is that they
give a means of talking about (quasi)cubes or (quasi)flats in a geodesic space. Fol-
lowing the construction of [BehM2], this is applicable to the mapping class group,
as shown in [Bol]. It also applies to Teichmiiller space in either the Teichmiiller
metric, [Bo7] or the Weil-Petersson metric [Bo8]. We remark that another class
of space which encompasses these cases, and which implies coarse median, is de-
scribed in [BehHS1, BehHS2].
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Before continuing, we introduce the following general convention.

Conventions. Given two points, x, ¥y, in a metric space, and r > 0, we will write
x ~, y to mean that the distance between them is at most r. We will often
simply write © ~ y, and behave as though this relation were transitive. Here is
understood that, at any given stage, the bound, r, depends only on the constants
introduced at the beginning of an argument. It can be explicitly determined by
following through the steps of the argument, though we will not usually explicitly
estimate it.

Similarly, given two functions f, g, we will write f ~ g to mean that f(z) ~ g(x)
for all x in the domain.

We are often only interested in maps defined up to bounded distance. For a
graph it would therefore be enough to specify a map on the set of vertices. When
referring to a finite product of metric spaces, we can always take the /! metric.
For a finite product of graphs, we can always restrict to the 1-skeleton of the
product cube complex. In any case, we will only be interested in the product
metric defined up to bilipschitz equivalence.

We will sometimes adopt a similar convention for linear bounds. Given A > 1
and r > 0, we write z <), y to mean that A (z —r) <y < Az +r. Again, we
usually omit A, r from the notation, and write x < y.

When we come to discuss marking graphs, the constants implicit in the notation
~ and =< will ultimately depend only on the complexity, £(X), of our surface, 3,
as defined in Section ??. We will make this explicit at the relevant points.

Let (M, p) be a geodesic metric space.

Definition. We say that a ternary operation, u : M3 — M, is a “coarse me-
dian” if it satisfies the following:

(C1): There are constants, k, h(0), such that for all a,b,c,a’,V/,¢ € M we have
p(p(a,b,c), p(a', V', ) < k(p(a,a’) + p(b, ') + p(c, ¢')) + h(0), and

(C2): There is a function, h : N — [0, 00), with the following property. Suppose
that A C M with 1 < |A| < p < oo, then there is a median algebra, (II, )
and maps m : A — Il and X\ : [I — M such that for all x,y,z € II we have
pAun(z,y, 2), w(Ax, Ay, A\z)) < h(p) and for all a € A, we have p(a, Ama) < h(p).

We say that M has rank at most n if we can always take Il to have rank at
most n (as a median algebra). We say that M is n-colourable if we can always
take Il to be n-colourable. We refer to (M, p, ) as a coarse median space. We
refer to k, h as the parameters of M.

From (C2) we can deduce that, if a,b,c € M, then pu(a,b,c), u(b,a,c) and
w(b, ¢, a) are a bounded distance apart, and that p(u(a, a,b), a) is bounded. Since
we are only really interested in p up to bounded distance, we can assume that p
is invariant under permutation of a, b, ¢ and that u(a,a,b) = a.
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Note that in (C2), we can always assume that II = (7A) (in particular, that it
is finite). Also, if we are not concerned about rank, we can always take II to be
the free median algebra on A, and 7 to be the inclusion of A in II.

Note that a direct of product of coarse median spaces is also a coarse median
space.

For future reference, we note:

Lemma 6.1. Suppose a,b,c € M, and r > 0 with p(u(a,b,c),c) < r, then
pla,c) + p(c,b) < kip(a,b) + ko, where ki and ko depend only on the parameters
of M.

Proof. Using property (C1), we see that the maps [z — pu(a,c,z)] and [z —
w(b, ¢, z)] are coarsely lipschitz, and so we get linear bounds on p(a, ¢) and p(b, ¢)
in terms of p(a,b). O]

With the conventions introduced earlier, this shows that p(a,b) < p(a,c) +
p(e,b). (where the implicit constants depend only on the parameters of M).

Given two spaces X, Y, equipped with ternary operations ux and puy, together
with a metric, p, on Y, we say that a map ¢ : X — Y is an [-quasimorphism
if p(oux(x,y,2), py (px, oy, ¢pz)) < I for all z,y,z € X. Typically, Y will be a
coarse median space, and X will be either a median algebra or a coarse median
space. (Note that the map A featuring in (C2) is an h(p)-quasimorphism.)

Lemma 6.2. Suppose that 11 is a median algebra generated by a finite subset,
B C II. Suppose that A\, \' : Il — M are l-quasimorphisms with p(Ab, \'b) < [
for all b € B. Then, for all x € 11, p(Az, N'z) is bounded above by some linear
function of I, depending only on the parameters of M and the cardinality of B.

Proof. Define B; C 1II inductively by By = B and B;y; = pu(B?). We see induc-
tively that A\|B; and \'| B; are a bounded distance apart, where the bound depends
on ¢ and is linear in [. Now |II| < ¢ = 22" where p = | B|, and so certainly, [T = B,,
and the result follows. OJ

In particular, in clause (C2) of the definition, if we assume that II = (7 A), then
the map A is unique up to bounded distance depending only on the parameters
and p.

The following will allow us to assume that quasimorphisms of cubes are in fact
uniform quasimorphisms.

Lemma 6.3. Givenn € N, there are constants ko, hg and hy depending only on n
and the parameters of M such that the following holds. Suppose that Q = {—1,1}"
and that ¢ : Q — M 1is an l-quasimorphism for some | > 0. Then there is an
ho-quasimorphism, ¢ : Q — M, with p(¢z,Yx) < kol + hy for all x € Q.

Proof. Let II be the free median algebra on the set @), and let 6 : Il — @ be
the unique median homomorphism extending the identity on @ (thought of as a
map from a set to a median algebra). Now there is a median monomorphism,
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w: @ — II with 6 o w the identity on Q. (To see this, we can think of I as the
vertex set of a finite CAT(0) cube complex. Every pair of intrinsic faces of @ C IT
are separated by some hyperplane of II, and these must all intersect in some n-cell
of II. Each element, z € @), determines a unique vertex w(x) of this n-cell. This
gives us a homomorphism w : @ — II, with w(Q) equal to the vertex set of the
n-cell. Note that w is not canonically determined: it might depend on the choice
of cell.)

Now apply (C2) to ¥(Q) C M, to give an h(2")-quasimorphism, A : [T — M,
with A|@Q ~peny Y. Let ¢ = Aow : Q@ — M. This is an hy-quasimorphism,
where hy = h(2").

Let N =Xof:11 — M. Thus X ia a l-quasimorphism, and N |Q = 1) = \|Q.
By Lemma 6.2, we have p(Az, N'z) < kol + hy for all z € II, where kg, hy depend
only on the parameters of M. But X ow|@ = Ao fow|Q = A\Q ~p(2n) ¥, and so
we see that p(¢x,px) < kol + hy for all z € @, where hy = hy + h(2"). O

The following two lemmas will be used to establish that statements that hold
in a median algebra hold up to bounded distance in a coarse median space.

Lemma 6.4. Suppose that (M, p,u) is a coarse median space. Suppose that
Il is a finite median algebra with |II] < ¢ < oo, and that A : II — M s
an l-quasimorphism. Given t > 0, there is a finite median algebra II', a map
N oI — M and an epimorphism, 0 : 11 — 1II', such that for all distinct
z,y € I, p(Na, Ny) > t, and for all z € 11, p(Az,N0z) < s, where s depends
only on q,h,t and the parameters of M.

Proof. Define a relation, ~, on II, by setting = ~ y if p(Az, \y) < t. Let ~ be the
smallest equivalence relation on II containing ~ with the property that whenever
z,y, z,w € Il with z >~ w, we have up(z,y, z) ~ pn(z,y,w). Let II' = 11/~ be the
quotient median algebra as defined at the end of Section 2, and let # : [T — 1T’
be the quotient map. Define X' : I[I' — M by setting X' (x) to be the A-image
of any representative of the ~-class of z in Il. Since ~ includes =, we see that
p(Nx, N'y) > t for all distinct z,y € IT'.

We claim that if z,y € II, with = ~ y, then p(6Az,0\y) is bounded above
in terms of ¢, h,t and the parameters of M. To see this, note that ~ can be
constructed from & by iterating two operations. We start with ~. Whenever
z &~ w, then we set upn(z,y,z) related to pp(z,y,w) for all x,y € II. Also, if
a ~ band b = c, then we set a to be related to c. We continue again with the
relation thus defined. After at most ¢ steps, this process stabilises on the relation
~. From the fact that A\ is a quasimorphism, and from property (C1) for M,
we see that at each stage the maximal distance between the A-images of related
elements of I can increase by most a linear function which depends only on [ and
the parameters of M. This now proves the claim.

Suppose that z € II. By construction, N0z = A\w, for some w ~ z. By the
above, p(Az, N0z) = p(Az, \w) is bounded as required. O
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Note that X is itself an [’-quasimorphism, where !’ depends only on ¢, h,t and
the parameters of M. This enables us to give a refinement of (C2) as follows:

Corollary 6.5. Suppose that (M, p, ) is a coarse median space, and t > 0. Then
there is a function, hy : N — [0,00) with the following property. Suppose that
AC M with 1 < |A| < p < oo. Then there is a finite median algebra, (11, pr),
and maps m : A — Il and X : [l — M such that X is a hy(p)-quasimorphism
with p(Ax, Ay) >t for all distinct x,y € I, and such that p(a, \ma) < hy(p) for
all a € A.

Proof. Start with II, 7, A as given by (C2) for M (so that A : II — M is an
h(p)-quasimorphism, with h(p) independent of t). We can assume that |II| < 22",
We now apply Lemma 6.4 to give I', X and 6 : II — II'. Now replace IT by IT’,
m by @ om, and X by \. O

By an “identity” in a median algebra, we mean an expression equating two terms
featuring only the median operation. We refer to it as a “tautological identity”
if it holds, whatever the arguments in any median algebra, M. (For example, we
have the tautological identity: u(a,b, u(a,b,c)) = u(a,b,c), for all a,b,c € M.)
We remark that an identity can easily be verified algorithmically: it is sufficient
to check it for all possible assignments of the arguments in the two-point median
algebra {—1,1}. We make the following general observation.

General Principle. Any tautological median identity holds up to bounded dis-
tance in any coarse median space, M.

More formally, this says that if P and @ are formulae defining P(ay,...,a,)
and Q(aq,...,a,), in terms of u, and the identity, P(ay,...,a,) = Q(a1,...,ay,),
holds for any ay,...,a, € M in any median algebra, (M, u), then it follows that
p(P(ay,...,a,),Q(a1,...,a,)) is bounded for any ay,...,a, € M in any coarse
median space, (M, u,p). The bound only depends on the (complexity of) the
formulae P, (), and the parameters of M.

For example, for all a,b,c € M, p(u(a,b, p(a,b,c)), u(a,b, c)) is bounded above
by a constant depending only on the parameters of M, for all a,b,c € M.

To prove this principle, let A C M be the set of elements occurring as ar-
guments, and let 7 : A — Il and A : I — M be as given by (C2) of the
hypotheses. Now apply either side of the identity to the w-images in II to give
an element x € II (by assumption, this will be the same element for either side).
We can also apply each side of the same identity to the elements of A, using the
median structure, g, on M. In this way, we get two elements of M. Using (C1)
and (C2) directly, we see that these are both a bounded distance from Az, and
so, a bounded distance from each other. The claim follows.

A more general statement holds for conditional identities. Suppose that some
finite set of identities (the “input identities”) imply another identity (the “derived
identity”) in any median algebra. (For example, d € [a,b] N [b, ¢] N [c,a] implies
d = p(a,b,c).) We have the following generalisation.
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General Principle. Given a finite set of input identities, and a derived identity,
if we suppose that the input identities hold up to bounded distance for a particular
set of elements in a coarse median space, M, then the derived identity also holds
up to bounded distance for this set of elements.

(So, for example, if a,b,c,d € M, with the three distance p(u(a,b,d),d),
p(u(b, e, d),d) and p(u(c, a,d), d) all bounded, then p(u(a, b, ¢), d) is also bounded.)

The argument is essentially the same. This time, we apply Corollary 6.5 to
the set, A, instead of (C2) directly. Suppose that x,y € II are respectively the
m-images of the left and right sides of one of the input identities. As in the
previous argument, we see that Ax and Ay are respectively a bounded distance
from the result of applying the same formulae in M, which by assumption, are a
bounded distance apart in M. It follows that p(Ax, \y) is bounded. By choosing
the constant ¢ in Corollary 6.5 to be larger than this bound, we see that we must
have x = y. In other words, this input identity holds exactly in II, for the =-
images of the elements of A. We can assume this is true of all the input identities.
Therefore, the derived identity must hold too. Now, again, as in the previous
argument, we see that the derived identity holds up to bounded distance in M.
This proves the claim.

We can apply the these principles in the following discussion.

Given a,b € M, we define the coarse interval between a and b as [a,b] =
{p(a,b,x) | x € M}. By the observation above, we see that is a bounded Haus-
dorff distance from {x € M | p(u(a,b,z),z) < r} for any fixed sufficiently large
r > 0.

Definition. We say that a subset, C' C M, of a coarse median space, (M, p, 1),
is k-(median) quasiconvez if for all a,b € C' and x € M, p(u(a,b,x),C) < k.

From property (C1) we see that any quasiconvex set is quasi-isometrically em-
bedded in M (or more precisely, some uniform neighbourhood of C' is quasi-
isometrically embedded with respect to the induced path-metric). Note also qua-
siconvexity of C'is equivalent to asserting that for all a,b € C, the coarse interval
[a,b] lies in a uniform neighbourhood of C. Note that Lemma 6.1 implies that
if a,b,c € M and ¢ € [a,b], then p(a,b) agrees with p(a,c) + p(c,b) up to linear
bounds.

We next recall the following standard notion for any median algebra, M. Sup-
pose that C' C M is (a-priori) any subset. We say that a map f : M — C'is
a gate map if fx € [z,c| for all x € M and ¢ € C. Note that if a,b € M and
¢ € la,b] then fc € [a,c]N[b,c] € {c}, so fc = c. It follows immediately that
f|C is the identity (since ¢ € [c,c]), and that C is convex (since ¢ = fc € C).
We also claim that that f is a homomorphism. For this, it is enough to show
that if ¢ € [a,b], then fc € [fa, fb]. But now the identities ¢ € [a,b], fc € [c, fU]
and fb € [b, fc| together imply fc € [a, fb]. Thus (by the same observation, with
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a, b, c replaced by fb,a, fc) we get fec = ffc € [fa, fb] as required. We also note
that if a gate map exists for a given C', then it is unique.
We can now define the corresponding notion in a coarse median space, M.

Definition. A map ¢ : M — C to a subset C' C M is an r-coarse gate map if
if for all z € M and ¢ € C, we have p(z, u(z, px,c)) < r.

Lemma 6.6. If ¢ : M — C' is an r-coarse gate map, then C is k-quasiconvex,
¢ is an l-quasimorphism, and p(c, ¢c) < h for all ¢ € C, where k, 1, h depend only
on r and the parameters of M.

Proof. We follow the same argument as for a median algebra described above,
except that now equalities and inclusions are assumed to hold up to bounded
distance, depending only on r, and the parameters of M. By the general principles
described above, any deduction (based on a finite sequence of identities) in a
median algebra holds also in a coarse median algebra, interpreting everything up
to bounded distance. O

Suppose now that ((Mc, p¢, pie))c is a Z-sequence of uniformly coarse median
spaces (i.e. with parameters independent of {). Let t € UR be a positive infin-
itesimal. We get a limiting space, (M*, p*, u*), where (M*, p*) is the extended
asymptotic cone, and where (M*, 1*) is a topological median algebra (that is, the
map p* : (M*)® — M* is continuous). If each M, has rank at most n (as a
coarse median space) then M* has rank at most n (as a median algebra). Note
that (M*, u*) need not be a median metric space, though it satisfies a weaker
metric condition described in [Bol, Bo2], namely that the maps [z — u(a, b, x)]
are uniformly lipschitz, for all a,b € M*, (see Proposition 9.1 and Lemma 9.2 of
[Bol]). Note that this is the hypothesis of Proposition 2.4 here.

In those papers, we restricted attention to the asymptotic cone, M>, but that
does not affect the above observations.

Lemma 6.7. Let M* be an extended asymptotic cone of a Z-sequence of uni-
formly coarse median spaces. Suppose that () C M* is an n-cube. Then we can
find a sequence of ly-quasimorphisms, ¢¢ : QQ — M, such that for all x € Q,
¢cx — x, where ly depends only on n and the uniform parameters of the M.

Proof. To begin, take any sequence of maps, ¥ : @ — M, with Yz — =
for all x € Q. (Such maps exist directly from the definition of the asymptotic
cone.) Since p* is, by definition, the limit of the ¢, it follows that 1. is a h¢-
quasimorphism, where ¢;h; — 0 (since they must converge to a monomorphism
in M*). Let ¢, : Q — M, be the l)-quasimorphism given by Lemma 6.3. For
all z € Q, pe(dcx,Yex) < khe 4+ hy so tepe(pex, pex) < ktche + hite — 0. Thus
¢cx — x as required. O

Note that, if we have a sequence of uniformly quasiconvex sets, C; C M,
we have a limiting bilipschitz embedded closed convex subset, C* C M?*, in the
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extended asymptotic cone M*. If ¢, : M, — C; are a sequence of uniform
coarse gate maps, the limiting map ¢* : M* — C* is a gate map.

As in Section 12 of [Bol|, we say that a median algebra, II, is n-colourable if
there is an n-colouring of the walls that no two walls of the same colour cross. We
say that a coarse median space M is n-colourable if in (C2) we can always choose
IT to be n-colourable as a median algebra. Clearly this implies that M has rank
at most n. The following was shown in [Bo2] (Proposition 12.5 thereof).

Theorem 6.8. Suppose that (M, pc, pic))¢ is a sequence of n-colourable uniform
coarse median spaces, for some fived n. Then then M* admits a metric, p,
bilipschitz equivalent to p*, such that (M*,p') is an (extended) median metric
space with median p*. Moreover, M* is n-colourable as a median algebra.

In fact, the bilipschitz constant only depends on the parameters of the coarse
median spaces.

The construction however is not canonical. Note that the median metric space
arising is necessarily proper.

In particular, we see that the asymptotic cone of a sequence of finitely colourable
coarse median space is bilipschitz equivalent to a proper median metric space, and
hence in turn to a CAT(0) space (by Lemma 2.2). In fact, the same holds for a
sequence of finite rank coarse median spaces. This relies on the following variation
of Theorem 6.8.

Theorem 6.9. Suppose that ((Mc, pe, f4c))¢ @S a sequence of coarse median spaces
of rank n, for some fized n. Then then M* admits an extended metric, p', bilips-
chitz equivalent to p*, such that (M*,p') is an (extended) median metric space of
rank n, with median p*.

Proof. As already observed, it is easily seen from axiom (C1) that p* satisfies the
hypotheses of Proposition 2.4, when restricted to any component of M*. We can
therefore apply Proposition 2.4 to each component separately. O

We finish this section by briefly discussing the special case of a Gromov hyper-
bolic space (M, p). (See Section 3 of [Bol] for elaboration.)
Given a, b, c € M, write

(a,b:¢) = 3 (p(a,) + plb,c) — pla,)

for the “Gromov product”. Up to bounded distance, this is the same as the
distance of ¢ to some (or any) geodesic from a to b.

Definition. We say that m € M is an r-centroid for a,b,c € M if {a,b:m) <r,
(b,e:m) <rand (c,a:m) <r.

Provided r is a sufficiently large in relation to the hyperbolicity constant, such
an r-centroid will always exist. We will fix such an r and simply refer to m
as a centroid. In fact, m is well defined up to bounded distance, and we write
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p(a,b,c) = m for some choice of m. With this structure, (M, p, i) is a coarse
median space of rank at most 1. Indeed, any rank-1 coarse median space arises in
this way. (We note that rank-0 is trivially equivalent to having finite diameter.)

If (M¢)¢ is a sequence of uniformly hyperbolic spaces. then, (M*, *) is a rank-
1 median algebra (variously known in the literature as a “tree algebra”, “median
pretree” etc.). As already observed in Section 5, (M*, p*) is an R*-tree, and
(M, p>) is an R-tree.

It is shown in [Bol] that if M is a coarse median space of rank at most n,
then there is no quasi-isometric embedding of R into M (since this would
give rise to an injective map of R"! into M, contradicting the fact that M>
has locally compact dimension at most n). In fact, the same argument can be
applied to bound the radii of quasi-isometrically embedded balls. To state this
more precisely, write B} for the ball of radius r in the euclidean space R".

Lemma 6.10. Let M be a coarse median space of rank at most n. Given param-
eters of M and of quasi-isometry, there is some constant r > 0, such that there
is no quasi-isometric embedding of B"! into M with these parameters.

Proof. Suppose that, for each i € N, the ball, B;, of radius ¢ admits a uniformly
quasi-isometric embedding, ¢; : B; — M. Now pass to the asymptotic cone with
indexing set, Z = N, and with scaling factors 1/i. We end up with a continuous
injective map, ¢ : By — M, contradicting the fact that M has locally
compact dimension at most n.

To see that only the parameters of M are relevant to the value of r, we should
allow M also to vary among coarse median spaces with these parameters when
taking the asymptotic cone. More precisely, suppose we have a sequence, ¢; :
B; — M, of uniformly quasi-isometric maps, where the M; are uniform coarse
median spaces. This time, we get a limiting map ¢* : By — M, where
M is the ultralimit of the spaces (M;); again scaled by 1/i. This leads to the
same contradiction. In other words, there must be a bound on the diameter of a

euclidean ball which we can quasi-isometrically embed, for any fixed parameters.
O

Note that it follows, for example, that M admits no quasi-isometrically embed-
ded euclidean half-space of dimension n + 1.

Remark. The last paragraph of the proof of Lemma 6.10 is a standard trick to
obtain uniform constants, and will be used again later. (See the remark after
Lemma 14.5.)

7. A GENERAL CONSTRUCTION OF COARSE MEDIANS

In this section, we give a general criterion for the existence of coarse medians
on certain types of spaces associated to a surface. In particular, we will apply
this to the marking graph in Section 8, to recover the result of [BehM2]. The
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argument follows broadly as in [BehM2] using [BehKMM]. In doing this, under
our hypotheses, we give a version of the compatibility theorem for medians. To
this end, we will list a set of axioms ((A1)—(A10) below) which relate to “projection
maps” to spaces indexed by a set, X', namely the collection of “subsurfaces” of a
surface ¥. The main results of this section, namely Theorems 7.1 and 7.2, together
give a more precise statement of Theorem 1.1.

In Section 8, we will explain how this applies, in particular, to the marking
graph, and recover the result of [BehM2].

As mentioned in Section 1, the main purpose of keeping the discussion general
is that one can readily check that the hypotheses we give here apply in other
situations — notably to Teichmiiller space in either the Teichmiiller or Weil-
Petersson metrics (see [Bo7, Bo8|). This also applies to most of the discussion in
Sections 9-12 here.

We remark that in [BehHS1], the authors define the notion of a “hierarchically
hyperbolic” space, based on a different (though related) set of axioms. These
allow for more general indexing sets. However in the case where the indexing
set is taken to be X, as in the present paper, one can verify that hierarchically
hyperbolic spaces satisfy our axioms, and are hence coarse median. See Section 7
of [BehHS2] for more discussion of this.

Let ¥ be a compact orientable surface. Let &(X) be its complexity, that is,
&(X) = 39 + p — 3, where g is the genus, and p is the number of boundary
components. If £(¥) = 0 then X is a three-holed sphere. If £(¥) = 1 then X
is a four-holed sphere, or a one-holed torus. We will write S;, to denote the
topological type of surface of genus g and p boundary components.

Definition. By an essential curve in ¥, we mean a simple closed curve which
homotopically non-trivial and non-peripheral (not homotopic into 9%). By a
curve we mean a free homotopy class of essential curves.

Definition. By an essential subsurface ¥ we mean a compact connected subsur-
face, X C ¥, such that each boundary component of X is either a component of
0%, or else an essential (and non-peripheral) simple closed curve in 3\ 0%, and
such that X is not homeomorphic to a three-holed sphere.

Note that we are allowing X itself as a subsurface, as well as non-peripheral
annuli.

Definition. A subsurface is a free homotopy class of essential subsurfaces.

We refer to an essential surface in the given hompotopy class as a realisation
of the subsurface.

Note that there is a natural bijective correspondence between curves and an-
nular subsurfaces.

Given X, Y € X, we distinguish five mutually exclusive possibilities denoted as
follows:



RIGIDITY PROPERTIES OF THE MAPPING CLASS GROUPS 33

(1) X =Y: X and Y are homotopic.

(2) X <Y: X #Y, and X can be homotoped into Y but not into 9Y'.
(3) Y < X: Y # X, and Y can be homotoped into X but not into 0X.
(4) X ANY: X #Y and X, Y can be homotoped to be disjoint.

(5)

5) X m Y: none of the above.

In (2)—(4) one can find realisations of X,Y in ¥ such that X C Y, Y C X,
XNY = @, respectively. (Note that X AY covers the case where X is an annulus
homotopic to a boundary component of Y, or vice versa.) We can think of (5) as
saying that the surfaces “overlap”. We write X <Y tomean X <Y or X =Y.
(Note that this excludes the case where Y is homotopic to an annular boundary
component of a non-annular subsurface, X.)

We note that X AN Y €« YAX, X MY Y hX X <Y <7Z7=X <7,
XAYand Z <Y = X AZ. Given X € X, write X(X) ={Y e X | Y < X}.

We now introduce the hypotheses of the main result of this section.

We suppose that to each X € X, we have associated geodesic metric spaces
(M(X), px) and (G(X),0x), as well as a map yx : M(X) — G(X). We will
generally abbreviate p = px and o = ox, where there is no confusion. Given
X,Y € X with Y < X, we suppose that we have a map ¥y x : M(X) — M(Y).
We write 0y x = xy o ¢¥yx : M(X) — G(Y). We also assume that if XY € X
with Y i X, or Y < X then we have associated an element OxY € G(X). If «v is
a curve, we will write 0y = 0xY, where Y = X(«) is the annular neighbourhood
of a. It will be seen that the hypotheses laid out below only really require these
maps to be defined up to bounded distance.

(In Section 8, we will be setting M(X) = M(X) and G(X) = G(X), to be
the intrinsic marking graphs and curve graph respectively, when X € Xy. The
map Yx is the natural projection, and ¢y x is the usual subsurface projection. If
X € Xy, then G(X) = G(X) is the usual graph that measures twisting around
the core curve. In this case, we set M(X) = G(X) and xx to be the identity
map. )

We will assume:

(A1) “hyperbolic”: (3k > 0)(VX € X) G(X) is k-hyperbolic.

(A2) “y lipschitz and cobounded”: (3ky, ko, k3 > 0) such that (VX € X)(Va,b €

M(X)) o(xxa, xxb) < p(a,b) + ks and G(X) = N(Ex(X); ks)

(A3) “¢ lipschitz”: (Fk1, ke > 0)(VX € X)(VY € X(X))(Va,b € M(X)) (p(¢yxa,yxb) <
p(a,b) + ko).

(A4) “composition”: There is some sp > 0 such that if X|Y,Z € X with

Z <Y <X and a € M(X), then p(¢zxa,¥zy o yxa) < sq.

(Ab) “disjoint projection”: (ds; > 0)(VX € X)if Y, Z e X withYAZ orY < Z,
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then o(0xY,0xZ) < s; whenever OxY and 0x 7 are defined.

Thus, (A2) and (A3) tell us that our maps are all uniformly coarsely lipschitz. If
view of (A4) we will abbreviate fy x to 6y and 1y x to ¥y, whenever the domain
of the map is clear. If X =Y, we set x = 1¥xx to be the identity map on
M(X). Note that, with these conventions, we can also write xx as fx. We will
also abbreviate oy (a,b) = o(fya,0yb) and py(a,b) = p(¢ya,yb). To simplify
the exposition, we will view fx as a map from M(X) L X (X) to G(Y).

Given a,b € M(X) write Rx(a,b) = max{oy(a,b) | Y € X(X)}. Similarly, if
a€ M(X)and Z € X(X)\ {X}, write

Rx(a,Z) = max{oy(a, Z)}

as Y ranges over those elements of X'(X) with either with Y < Z or Y th Z.
(In the context of marking graphs, one can view Ry as measuring intersection
numbers.)

We assume:

(A6) “finiteness”: (Iro > 0)(VX € X)(Va,b € M(X)) the set of Y € X(X) with
p(a,b) > rg is finite.

(A7) “distance bound”: (Vr > 0)(3Fr' > 0)(VX € X)(Va,b € M(X)) if Rx(a,b) <
r then p(a,b) < r'.

(A8) “bounded image”: (Irp)(VX € X)(VY € X(X))(Va,b € M(X))if (Oxa,Oxb:0xY) >
ro then oy (a,b) < ro.

(A9) “overlapping subsurfaces”: (3ro)(VX € X)(VY,Z € X(X)) if Y h Z and
r € M(X)UX(X), then min{oy (z,2),07(x,Y)} < ro.

(A10) “realisation”: (Jro)(VX € X) if ¥ C X(X) with Y A Z for all distinct
Y, Z € ), and if to each Y € ) we have associated some ay € M(Y'), then there
is some a € M(Y') with p(ay,¢ya) < 1o and Rx(a,Y) < forall Y € X.

In fact, for (A10) it would be enough to take ) to consist of an annular subsur-
face together with any non-Sp 3 complementary components — we can then keep
cutting the surface into smaller and smaller pieces, and the general case follows
by an inductive application of (A4) “composition”.

Note that, using by (A2) “x lipschitz and cobounded” and (A3) “i lipschitz”
we have a reverse inequality in (A7) “distance bound”, namely that Rx(a,b) is
(linearly) bounded above in terms of p(a,b).

We note that (A6) “finiteness” and (A7) “distance bound” are both conse-
quences of the following distance formula.

Given r > 0, we write

Ax(a,b;r) ={Y € X(X) | oy(a,b) > r}.
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Given a,b € M(X) and r > 0, let Dx(a,b;r) = > vedx(apr) Ov(a;b).
We suppose:

(B1) “distance formula”:

(ElTQ > O)(VT‘ > 7“0)(5”{?1 > O,hl,k'g,hg > 0)(\V/X S X)(‘v’a,b S M(X))
(klp(a7b) - hl < DX((I, b7 T) < k?Zp(au b) + hQ)

We will sometimes abbreviate this statement to Dx/(a, b;r) =< p(a,b).

Less formally, this says that distances in M(X) agree to within linear bounds
with the sum of all sufficiently large projected distances in G(Y') as Y ranges over
subsurfaces of X. Here “sufficiently large” implies a lower threshold below which
we ignore any contributions. The linear bounds will depend on the particular
choice of threshold. For this to work, the threshold must be assumed sufficiently
large.

In the case of markings, (B1) is the distance formula of [MasM2], who also stated
it for the pants complex. (We remark that for the Teichmiiller metric, a similar
formula has been proven by Rafi and by Durham, and is used in [Bo7]. A more
general version, which encompasses these cases is proven in [BehHS2].) Again
for markings, (A8) “bounded image” is a consequence of their Bounded Geodesic
Image theorem, (A9) “overlapping subsurfaces” is a consequence of Behrstock’s
lemma, and (A10) “realisation” is a simple explicit construction. We will elaborate
on this in Section 8.

Given Y € X, we write puy : (G(Y))?> — G(Y) for the usual median (or
“centroid”) operation on the uniformly hyperbolic space G(Y'). (That is, u(a, b, c)
is a bounded distance from any geodesic connecting any two distinct points of
{a,b,c}.)

We will show:

Theorem 7.1. Under the hypotheses (A1)-(A10) above, there is some ty > 0
depending only on the parameters of the hypotheses such that if X € X and
a,b,c € M(X), there is some m € M(X) such that for all Y € X(X) we have
a(Qym, /Ly((%/d, eyb, ch)) S to.

By (A7) “distance bound”, m is well defined up to bounded distance. We set
px(a, b, c) = m for some such m, to give us a ternary operation py : (M(X))? —
M(X). Using (A4) “composition”, we see that if Y € X(X), then ¢y : M(X) —
M(Y') is a uniform quasimorphism, that is, py (uy (Yya, Py b, ¥yc), Yy pux(a,b,c)) <
h for all a,b,c € M(X), where h > 0 depends only on the parameters of the hy-
potheses.

Theorem 7.2. Under the hypotheses (A1)-(A10), there is a ternary operation,
px, defined on each space M(X) such that (M(X), px, itx) is a coarse median
space, and such that the maps Oyx : M(X) — G(Y) for Y < X are all me-
dian quasimorphisms. The median px s unique with this property, up to bounded
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distance. The maps Yy x : M(X) — M(Y) for Y < X are also median quasi-
morphsims. The coarse median space (M(X), px, px) is finitely colourable, and
has rank at most £(X). Moreover, all constants of the conclusion (coarse median

property, and quasimorphism) depend only on the constants of the hypotheses
(A1)-(A10).

Proof. Given Theorem 7.1, this follows directly from the results of [Bol], in partic-
ular, Propositions 10.1 and 10.2 thereof. We just need to check that the respective
hypotheses (P1)—(P4) and (P3') are satisfied.

Here, (P1) is (A7) “distance bound” and (P2) is (A1) “hyperbolic”. (P3) is
the statement that one can embed at most ¢ subsurfaces disjointly in a surface
of complexity £. Finally, (P4) follows exactly as in Lemma 11.7 of [Bol|, which
only uses properties (A8) “bounded image” and (A9) “overlapping subsurfaces”.
Moreover, property (P3’) also holds here, for the same reason. Il

(In some cases, one can improve on the rank bound of Theorem 7.2, as in the
case of the Weil-Petersson metric [Bo§].)

So far, we have made no reference to the action of Map(X). In applications,
the spaces and maps will be equivariant (up to bounded distance), and it follows
that the medians we construct will necessarily also be equivariant up to bounded
distance.

We now set about the proof of Theorem 7.1. To simplify the exposition, we
will construct the median y = py on X. The same arguments apply working
intrinsically in any subsurface X € X.

We begin with some general observations about the treelike (rank-1 median)
nature of hyperbolic spaces.

Definition. A spanning tree for a finite set A consists of a finite simplicial tree,
A, and a map m = A : A — V(A) to the vertex set.

Recall that the vertex set of a finite simplicial tree is a rank-1 median algebra
(and every finite rank-1 median algebra has this form). We can assume that every
terminal (i.e. degree-1) vertex of A lies in mA. We say that A is trivial if it is a
singleton.

Suppose that T' is another spanning tree with an embedding of A in T". There
is a natural retraction, w, of T"onto A, and hence of V(T') to V(A). We say that
the spanning tree, T', is an enlargement of A if mo = wmy.

Suppose that {A;};,c7 is a finite collection of spanning trees for A, indexed
by some set J. We say that a spanning tree T for A is a common enlargement
if {A;}ies if we can embed the A; simultaneously in 7' so that their interiors
are disjoint, and such that 7" is an enlargement of each A;. Note that (after
collapsing complementary trees), we may as well suppose that T = [ J,, 74 We
write T' = T'({A;}ic7). (There may be some ambiguity, in that we may be able
to swap to trees each consisting of single edge, and meeting at a vertex not in wA.
However, this ambiguity will not matter to us.)
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Definition. We say that a collection of spanning trees is coherent if it has a
common enlargement.

We shall assume henceforth that all our spanning trees are non-trivial.

Lemma 7.3. Two spanning trees Ao and Ay are coherent of and only if there are
vertices, vo; € V(Ag) and vig € V(A1) such that A = 7y o1 U ) Mugg.

Proof. It T' = T(Ap, A1) is a common spanning tree for A, then T is obtained
by taking Ag U A; and identifying a vertex vy, € V(4Ag) with vy € V(Ay), to
give a vertex w € V(T). Note that 7 : A — T is given by 7|(A \ 7 'vo1) = 7o,
7|(A\ 77 ') = m oand 7w(m, ver N tvie) = {w}. We can clearly invert the
above process. O

Suppose that {Ag, A1, As} are coherent. Let T' = T'(Ay, A1, Az). Up to per-
mutation of indices, there are two possibilities:
(1) Ao, A1, Ay meet at a common vertex w = V(7). In this case, vp1 = vog,
v12 = V19 and v9g = v91. Note that these vertices all get identified to w in T
(2) Ay and Ay do not meet in 7. In this case, vg; # Vo2, V12 = V10 and vyg = vy;.
Note that the conditions on vertices above make sense if we assume only that
Ag, A1 and A, are pairwise coherent.

Lemma 7.4. Let {Ag, A1, As} be pairwise coherent. Then it is coherent if an
only if at most one of the three equalities vo; = Vg2, V12 = V19 and vyg = V91 does
not hold.

Proof. We have explained “only if”, so we prove “if”:

(1) Suppose all the equalities hold. Let wy = wvg; = vg, w1 = v12 = vy and
Wy = Vg9 = V91. Let T' be obtained from Ag U Ay U Ay by identifying wg, w;, and
w; to a single point w € V(T). We define 7 : A — V(T) by 7|(A\ 7, 'w;) = 7,
for i = 0,1,2 and setting 7 (7 'wo N7, twy Ny twy) = {w}.

(2) If not, then, without loss of generality, vo; # vpo. Let w; = vis = vy and
Wy = V99 = vU91. We construct T" from Ag LI Ay LI Ay by identifying vg; with w, to
give 1 € V(T') and vgy with ws to give o € V(T'). Note that A can be partitioned
into five disjoint sets:

Al = 7T0_1U01 \ 7r1_1w1
A(n = Walvol N W;lwl
Ay = 77wy Ny wy
A02 = Walvog N W;1w2
AQ = 7T0_1U02 \ 7T2_1U)2.

We define 7 : A — V(T) by setting w|A; = m for i = 0,1,2 and setting
7T(A01) =T and 7T(A02) = I9. O
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In fact, three trees are enough: a finite collection of spanning trees for A is
coherent if and only if every subset of at most three elements is coherent. This is
not hard to verify, but since we won’t be needing it, we omit the proof.

We now move on to consider hyperbolic spaces. Recall that (x,y:z) = %(0(1‘, 2)+
o(y,z) —o(z,y)) for the Gromov product.

Lemma 7.5. Suppose that (G, o) is k-hyperbolic, p € N, and t > 0. Given a set
B C G with |B| < p, there is a simplicial tree, A, and a maps 7 : B — V(A),
and A : V(A) — G such that for all x,y,z € V(A), if (A\x, \y:Az) < t, then
z € [x,ylv(a). Moreover, X is an h-quasimorphism and for all x € B we have
o(x,\mx) < h, where, h depends only on k, p and t.

Proof. This is proven in [Bol], see Lemma 10.3 thereof. It is a simple consequence
of the fact that any finite set of points in a Gromov hyperbolic space can be
approximated up to an additive constant by finite tree (with vertex set B). The
additive constant depends only p and k. For the clause about Gromov products
we need to collapse down “short” edges of the tree (hence the dependence of h
on s). This can also be phrased in terms of Corollary 6.5 here. (In [Bol] we had
a stronger condition on the “crossratios” of four points of B, which is easily seen
to imply the condition on Gromov products given here.) 0

We will apply this to the spaces G(X) featuring in the hypotheses of Theorem
7.1. By (A1) these are all k-hyperbolic. Recall that we have maps 0x : M(X) —
g(X).

We fix some A C M(X) with |A| = p < co. (In our applications here we
will have p < 4, but we can keep the discussion general for the moment.) We
will choose universal ¢ > 0 sufficiently large (depending only on p) as described
below. We apply Lemma 7.5 to B = 0x(A) C G(X) with ¢ as above, to get a tree
A(X) and maps 7 : B — V(A(X)) and Ax = X : V(A(X)) — G(X). We set
x =mofx: A— V(AX)).

All we require of this until Lemma 7.11, is:

(x) If a,b,c € A with (Oxa,0xb:0xc) < t, then mxc € [mxa, mxblya(x))-

In particular, if o(6xa,0xb) < t, then mxa = wxb (since (Oxa,Oxa:0xb) < t, so
wxb € [mxa,mxa]l = {mxa}). It follows that if diam(fxA) < t(p), then A(X) is
trivial (i.e. a singleton).

For future reference (see Lemma 7.11) we also note that A is an [-quasimorphism,
and that for all a € A, o(0xa, \xmxa) <, where [ = h(p) depends only on p.

Lemma 7.6. Let X,Y € X with X MY, then there are points, vxy € V(A(X))
and vyx € V(A(Y)) such that A = W;(IUXY U ngvyx.

Proof. We can assume that neither V(A(X)) nor V(A(Y)) is trivial. Note that
if a € A, with 0(0xa,0xY) > ro, then o(bya, Oy X) < ro. If this were true for all
a € A, we would conclude that diam(fy A) < 2ry < t(p) giving the contradiction
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that V(A(Y)) is trivial. We can thus find axy € A with o(@xaxy,0xY) < ro. We
set vxy = mxaxy € V(A(X)). We similarly define vy x = myayx € V(A(Y)).
Now suppose that b € A\ (73 vxy U my'vyx). Then mxb # mxaxy, and
so 0(0xb,0xaxy) > t(p). Thus, o(0xb,0xY) > t(p) — ro > ro. Similarly,
o(0yb,0y X) > rg. This contradicts property (A9) “overlapping subsurfaces”,
proving that no such b exists. 0

Note that, by Lemma 7.3, we can naturally combine A(X) and A(Y) into a
larger tree by identifying the vertices vxy and vy x. In other words, {A(X), A(Y)}
is coherent. We write A(X,Y") for the common enlargement.

Note that, by construction, if A(X) and A(Y") are non-trivial, then o(fxaxy,0xY) <
ro, where axy € A is as in the proof of Lemma 7.6. By the same argument, if
Z € X with A(Z) non-trivial, we have o(Oxaxz,0xZ) < 1o, for some axy € A.
If U(@Xy, QXZ) < t — 2rg, then U(@Xaxy,QXaXz) < S(p), SO Vxy = Tixaxy =
Txaxyz = Vxyz. For future reference (Lemma 7.11) we also note that o(0xaxy, Axvxy) =
o(@xaxy, A\xmxaxy) <1, s0 o(0xY, Axvxy) < ro+1).

We write A} for the set of X € X such that A(X) is non-trivial. It follows from
property (A6) “finiteness”, that Xy is finite.

Note that if X,Y € &y and X MY, then {A(X), A(Y)} is coherent. This is an
immediate consequence of Lemmas 7.4 and 7.6. Note that this determines vertices
vxy € A(X) and vyx € A(Y) which get identified in A(X,Y).

Lemma 7.7. Suppose that X,Y,Z € Xy and that X hY and X h Z and vxy #
vxz. ThenY M Z.

Proof. 1f not, then (since there must be boundary curves of Y and Z which are
disjoint) and by (A5) “disjoint projection” we must have o(0xY,0x72) < r, for
some constant, r, depending only on that of (A5). depending only (or at most)
on £(X). Provided we have chosen t > [ 4 2rg, this implies that vxy = vxz. O

Lemma 7.8. Suppose that XY, 7 € Xy and that X WY, X h Z and Y h Z.
Then {A(X),A(Y),A(Z)} is coherent.

Proof. By Lemma 7.7, it’s enough to show that at least two of vxy = vxg,
Vyz = Vyx, Uzx = Ugzy must hold.

By property (A9) “overlapping subsurfaces”, min{c(0xY,0x2),0(0y X, 0y Z)} <
ro. Therefore, if t > 3ry, we see that either vxy = vxz or vyz = vyx. Similarly,
we have (vyz = vyx or vzx = vzy) and (vzxy = vzy Or vxy = vxz), and so the
statement follows. O

We can now start on the proof of Theorem 7.1

Suppose a,b,c € M(X). We want to find a median for a,b,c in M(X). First
choose any d € M(X) with ox(0sd, us(0sa, Osb, 0xc)) bounded in G(X). (Such a d
exists, since yx(M (X)) is cobounded in G(3) by (A2) “y lipschitz an cobounded”.)

Now set A = {a,b,c,d}, and let m7x : A — A(X) be as described in Lemma
7.5. Let h = h(4). Write dx = mxd and ex = px(mxa, 7xb, mxc). Recall that Xj
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is the (finite) set of X € X such that A(X) is non-trivial. Let X} = {X € &} |
ex # dx}. By the choice of d, we see that 3 ¢ X].

Suppose that X, Y € X} with X M Y. Recall that T = A(X,Y) is obtained
by identifying vxy € A(X) with vyx € A(Y), to give w € T. Note that mpd
and pr(mra, mrb, mpe) must be distinet from w, and must lie in different subtrees
A(X) and A(Y). It follows that exactly one of the following must hold:

(1) dy = Vyx and €x = UVUxy, Or

(2) dX = VXY and ey = Vyx.

We write these cases respectively as X < Y and Y < X (which we take to imply
that X hY).

(Intuitively, we think of these relations as follows. We imagine any finite set
of elements of X embedded disjointly as “horizontal” surfaces in ¥ x R; that
is, X € X is identified with X x {z} for some z € R. The relations =, <, A
and M have their usual meaning on projecting to 3, and X < Y means that
X MY and X is “to the left” of Y in the sense that it has smaller R-coordinate.
The relations are well defined up to isotopy, and satisfy the same properties as
those laid out here. This picture ties in with the Minsky model for hyperbolic
3-manifolds homeomorphic to ¥ x R.)

Lemma 7.9. XY, Z € X, and X <Y andY < Z, then X < Z.

Proof. Since X < Y, vxy = dy. Since Y < Z, vxy = dy. Since Y € &, dy #
ey, S0 Vyx # vyz. By Lemmas 7.7 and 7.8, X h Z, and {A(X),A(Y),A(Z)} is
coherent. In particular, ex = vxy =vxz and dy = vzy = vzx so X <€ Z. O

Recall that X < Y implies that X # Y and X is homotopic into Y. We
therefore have two strict partial orders < and < on X;. Moreover, by hypothesis,
X <Y is incompatible with any of X <Y, Y < X, or X A Y.

Lemma 7.10. Given X,Y, 7 € X} with X <Y andY < Z, then either X < Z
or X < Z.

Proof. Recall that X M Z implies X <« Z or Z < X. Thus, if the conclusion
of the lemma fails, the only alternatives would be 7 = X, Z < X, Z < X or
ZANX. Now Z = X or Z < X both give Y < X contradicting X < Y; 7 < X
gives Z < Y contradicting Y < Z, and finally, Z A X gives Y A X, contradicting
XKY. O

Now write X < Y to mean that either X < Y or X < Y. This relation is
antisymmetric on Xj. It is not in general transitive, but in view of Lemma 7.10,
any relation of the form X <Y < Z < W can be reduced to X <V < W
for V€ {Y,Z}. In particular, there are no cycles. It follows that X} contains
an element U which is maximal with respect to this relation. In other words, if
X € Ay, then we have neither U < X nor U < X. Note that ¥ ¢ X}, so U # X.

From this, we can deduce:
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Lemma 7.11. There is some universal ug > 0, such that if a,b,c € M(X),
there is some curve a such that if X € X, with a h X or a < X, then
U(GXa,uX(GXa,HXb, (gxc)) S Ug.

Proof. Let U € X} be maximal with respect to <, as above. Let a be a component
of the relative boundary of U in Y. Suppose that X € X with a < X or a M
X. Then either U < X or U M X. According to the conventions described
in Section 6, we use the notation ~ to mean “up to bounded distance”. In
all cases, Oxa is defined and Oxa ~ OxU, by (A5) “disjoint projection”. Let
Ax : V(Ax) — G(X) be the quasimorphism described above (as given by Lemma
7.5. NOW, )\XeX = )\X,LL\/(A(X))<7TXa, 7Txb, 7rXc) ~ /ix()\xﬂ'xa, Axﬂxb, Axﬂ'Xc) ~
px(0xa,0xb,0xc). We therefore want to show that xU ~ Axex. Note that
)\XdX = )\)ﬂTXd ~ <9Xd

Suppose first that U < X. Thus X ¢ A, so dx = ex. Now Ayex = Axdy,
is a centroid for Oxa,0xb,0xc in G(X), and so fxd is also a centroid. Therefore,
if OxU were far enough away from 0xd, (depending only on the hyperbolicity
constant), then we can assume that the Gromov products (6xa,fxb:0xU) and
(Oxa,O0xd:0xU) are both greater than ry (after permuting a,b, ¢ as necessary).
By property (A8) “bounded image”, this implies that oy (0ya,0yb) < 1o and
ov(fya,Oyd) < 1. It then follows that mya = myb = nmpd € V(A(U)), so
ev = pyvawy(mva, myb, myc) = myd = dy, contradicting the fact that U € &;.
We have shown that if U < X, then OxU ~ Axex as required.

Suppose now that U M X. In this case, by Lemma 7.6, the trees A(X) and
A(U) are coherent. Moreover, since A(U) is non-trivial, we have OxU ~ Axvxy.
If X € Ay, then X < U, so ex = vxy, thus OxU ~ Axvxy = Axex as required.
So we can suppose that X ¢ X} — in other words, dx = ex. If X ¢ A&p, then
A(X) is trivial, so ex = dx = vxy, and we are done, as above. If X € A&p, then
again dy = vxy, otherwise we would get ey = dy contradicting U € A].

In all cases, we have shown that 0xU ~ Axex, as required. O

We can now prove the main result of this section:

Proof of Theorem 7.1. Uniqueness up to bounded distance is an immediate con-
sequence of property (A7) “distance bound” here, so we prove existence.

Let a,b,c € M(X). Let a be a curve as given by Lemma 7.11. Given X € X,
write dx = px(0xa,0xb,0xc) € G(X). So Oxa ~ dx for all X with o h X or
a < X. We consider only the case when «a separates >. The non-separating case
is essentially the same.

Let ¥ =Y U Z, where Y N Z = «a. Suppose first that neither Y nor 7 is a
So,3, so that Y, Z € X. By induction on the complexity of >, we can assume that
Theorem 7.1 holds intrinsically to Y and Z. Thus, we can find my € M(Y),
such that if X =Y or X <Y, then o(6xmy,dx) is bounded. We have a similar
element, my € M(Z). Let Q € X4 be the annulus with core curve ae. We apply
property (A10) “realisation” with ¥ = {X,Y,;Q} to give m € M(X) such that
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p(tbym,my), p(zm,mz) and po(am, dq) are bounded. By (A4) “composition”
and the construction of my and my, we have Oxym ~ dx forall X <Y all X < Z.

Suppose that X € X. If X <Y, X < Z or X = (Q, then o(fxm, dx) is bounded
by construction. If not, then either & < X or a h X. But then, by the choice of
a, o(0xa,dx) is bounded as already observed. But o(fxm,fxa) < Rs(m,a) is
bounded by (A10) “realisation”, so we are done in this case.

If either Y or Z is an Sy 3, we just omit that subsurface from ), and proceed
in the same way.

If o does not separate, we set ) to consist of X (a) together with complement
of a and proceed similarly. O

8. THE MARKING COMPLEX

In this section, we apply the results of Section 7.1 to the marking complex of
¥, to recover the result of [BehM2], stated as Theorem 8.2 here. We first describe
the curve graph associated to a compact surface, 3.

For £(X) > 1, let G = G(X) be the curve graph of 3. Tts vertex set, G, is the
set of free homotopy classes of essential non-peripheral simple closed curves in .
As before, we refer to elements of G° simply as curves. Two curves, a, 3 € G° are
adjacent if ¢(a, f) is equal to 2 if 3 is an Sp4; equal to 1 if ¥ is an S ;; or equal
to 0 if £(3) > 2. Here «(a, 5) denotes the geometric intersection number.

In all cases, G(X) is connected. A key result in the subject is:

Theorem 8.1. There is a universal constant, k, such that for any compact sur-
face, 3, G(X) is k-hyperbolic.

The existence of such a k, depending on £(X), was proven by Masur and Minsky
[MasM1]. The fact that it is uniform (independent of £(X)) was proven indepen-
dently in [Ao, Bo3, CIRS, HePW]. (The uniformity is not essential to the main
results of this paper: we will only be dealing with finitely many topological types
at any given time, namely subsurfaces of a given surface, ¥. One can therefore
simply assert dependence of constants on £(3) at the relevant points.)

Given non-empty a,b C G, let ¢(a,b) = max{c(a, ) | a € a, B € b}. We write
t(a) = (a,a).

Definition. If t(a) = 0, we refer to a as a multicurve.

Intuitively, we think of a multicurve in terms of its realisation as 1-manifold in
M.

Definition. We say that a C G° fills X if i(a,y) # 0 for all v € G°.

If we realise a minimally, then this is the same as saying that all complementary
components of | Ja are disc or peripheral annuli.

Given p,q € N, define a graph M = M(X, p, q) by taking the vertex set, M to
be the set of a C G° such that a fills ¥ and ¢(a) < p, and by deeming a,b € M° to
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be adjacent if ¢(a,b) < ¢. This graph is always locally finite. Provided p is large
enough and ¢ is large enough in relation to p (independently of ) it will always
be non-empty and connected. For definiteness, we can set M(X) = M(3,2,4),
though the actual choice will not matter. (The inclusion of M(X,2,4) into any
larger M(3, p, ¢) is a quasi-isometry.)

Definition. We refer to M(X) as the marking graph of X.

(This is a slight variation on the marking complex defined in [MasM2].)

Note that the mapping class group, Map(X), acts on G(X) and on M(X) with
finite quotient. In particular, we see that Map(3) is quasi-isometric to M[(X). Note
also that bounding distance in the marking complex is equivalent to bounding
intersection numbers between markings.

Recall that X = X4 U Xy is the set of (non-Sj3) subsurfaces of ¥, partitioned
into annular and non-annular subsurfaces.

If X € Xy, we can define G(X) and M(X) intrinsically to X as above. If
X € X4, one needs to define G(X) as an arc complex in the annular cover of
Y. corresponding to X (see Section 2.4 of [MasM2]). This is quasi-isometric to
the real line. In this case, we set M(X) = G(X). (One could give a unified
description in terms of covers of ¥ corresponding to subsurfaces, though we will
omit discussion of that here.) We will write G(y) = G(X) and M(y) = M(X),
when vy € G°, where X = X () is the annular neighbourhood of +.

We will write 0 = ox and p = px respectively for the combinatorial metrics on
G(X) and M(X).

Given X € X we have a map xx : M(X) — G(X). If X € X4, this is the
identity. If X € Xy, it just chooses some curve from the marking. Up to bounded
distance, the map xx is determined by the fact that «(a, xxa) is bounded for all
a € M(X).

Given X, Y € X with Y < X we have a subsurface projection, ¥y y : M(X) —
M(Y). This is the same construction as in [MasM2]. We realise @ and Y in mini-
mal general position (so that a N'Y has a minimal number of components). Now
a N'Y consists of a collection of arcs and curves. We say two arcs are “parallel”
if they are homotopic, sliding the endpoints in the boundary components of Y.
For each parallel class of arcs we get a disjoint curve (namely the boundary com-
ponent of a regular neighbourhood of the arc union the boundary components it
meets). The collection of such curves, together with the curves of a already lying
in Y, give us a collection of curves of Y of bounded self-intersection, and hence
give rise to a marking of Y. We write this as ¥y xa. Up to bounded distance,
the map vy x is determined by the fact that the intersection of ¥y xa with every
component of a N X is bounded.

We set ey = Xy © wYX : M(X) — G(Y)

One can also define subsurface projection for curves. Suppose v € G°(X2) and
X € X withy h X or v < X, then we can define x(vy) € G(X). This is consistent
with that already defined, in that if v € a € M°(X), then 0x(y) ~ 0x(a). In
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particular, 0x o xx(a) ~ 6x(a) when this is defined. Similarly, if X,Y € X with
Y hXorY <X we can define 0x(Y) € G(X). This can be defined by setting
Ox(Y) = Ox(v) for some boundary curve, v, of Y.

We can now deduce the following result [BehM2]:

Theorem 8.2. There is a constant ty depending only on &(X), such that if
a,b,c € M(X), then there is some m € M(X) such that for all X € X(X),
o(O@xm, ux(0xa,0xb,0xc)) < tg. Moreover, if m' € M(X) is another such ele-
ment, then p(m,m’) < t;, where t; is a constant depending only on £(X).

We can therefore define a median map u : (M(X))> — M(X) by setting
p(a,b,c) = m. Of course, it is enough to define p(a,b,c) for a,b,c in the ver-
tex set, M°(X), of M(X).

To prove Theorem 8.2, we set M(X) = M(X) and G(X) = G(X). We verify
(A1)-(A10) of Section 7, for these spaces, and the maps xx and 9y x defined
above. In fact, for (A6) “finiteness” and (A7) “distance bound” we will verify
(B1) “distance formula”.

Note that (A1) “hyperbolicity” is an immediate consequence of Theorem 8.1
above. Properties (A2) “x lipschitz and cobounded”, (A3) “¥ lipschitz” and
(A4) “composition” are elementary properties of subsurface projection, and (A5)
“disjoint projection” holds with s; = 1 in this case.

Property (B1) “distance formula” is an immediate consequence of the following
due to Masur and Minsky [MasM2]| (applied intrinsically to subsurfaces).

Theorem 8.3. [MasM2]. There is some 1o > 0 depending only on £(X) such that
for all r > ry, there are constants, k1 > 0, hy, ko, ho > 0 depending only on r and
&(X) such that if a,b € M°(X), then kip(a,b) —hy < Dx(a,b;r) < kop(a,b) + h.

This implies (A6) and (A7). Property (A8) “bounded image” is an immediate
consequence of the Bounded Geodesic Image Theorem (Theorem 3.1 of [MasM2]).
(Note that the Gromov product (o, 5:y)x is, up to an additive constant, the
same as the distance from 7 to any geodesic from « to 5.) A simpler proof of
the Bounded Geodesic Image Theorem (with uniform constants, independent of
£(X)) is given in [W].

Property (A9) “overlapping subsurfaces” is an immediate consequence of Behr-
stock’s Lemma:

Lemma 8.4. There is some universal ro such that if XY € X and v € G°(X)
with X MY, yMm X and vy MY, then min{o(0x(7),0x(Y)),c(0y(7),0y (X))} <

To-

This is Theorem 4.3 of [Beh| (where ry may depend on £(X)). A simpler proof,
which gives explicit universal constants can be found in [Man)].

Property (A10) “realisation” is a simple explicit construction. We can assume
that X = X. Let 7 be the multicurve consisting of the union of the dsY, as
Y ranges over ). Each marking my for ¥ € Y N Xy gives us a marking on
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some component of ¥ \ 7. We now take the union of 7 with the union of all
these markings. We add in curves transverse to each of the elements of 7 to give
us a set of curves which fill ¥ with bounded self-intersection. We can arrange
(after applying suitable Dehn twists about the elements of 7) that the marking
has the correct projection to the elements of J) N X4. Note that this construction
automatically gives us a marking, m, with «(m,7) bounded. By construction,
Yy ~my forallY € Y. Alsoif Z € X andY € Y withY < ZorY i Z,
then 0;m ~ 07 ~ 07Y, so o7(m,Y) ~ 0, and it follows that Rsx(m,Y) ~ 0 as
required for (A10).

Finally note that bounding the distance, p(a, b) between two markings, a,b €
MP(X) is equivalent to bounding their intersection number, ¢(a, b), which in turn,
is equivalent to bounding the quantity, Rx(a, b) featuring in (A7) “distance bounds”.
One can find explicit estimates in the references cited, though we will not need
them here.

9. MULTICURVES

Again, in this section, ¥ will be a compact surface with £(X) > 1. We will
again assume the hypotheses of Section 7, as we recall below.

Let 7 C G°(X2) be a multicurve in 2. As usual, we will often identify 7 with its
realisation as a 1-manifold in X. Let X4(7) = {X(y) € X4 | v € 7} be the set of
annular surfaces corresponding to the components of 7. Let Xy (7) C X be the
set of components of ¥\ 7 which are not Sy 3’s. We write X' (1) = X4(7) U XN (7).

Given Y € X, we write 7 M Y to mean that vy MY or v < Y for some v € 7.
Let Xp(7) ={Y € X | Y h 7}. Let X(7) = X \ Xp(7). It is easily seen that
Y € X;(7) if and only if Y < X for some X € X(7). In other words, Y can be
homotoped into some component of ¥\ 7. (This includes the possibility that YV
is homotopic to a component of 7.)

Now suppose we have spaces G(X), M(X) and maps ¢y x, xx, Ox etc. satisfying
the hypotheses (A1)-(A10) of Section 7. We refer to the constants featuring in
these axioms as the parameters of M(X).

Given X € Xp(7), we set Ox (1) = Ox(y) for some v € 7. By (A5) “disjoint
projection”, we have o(Ox7,0xY) < s; for all Y € &;(7). In particular, 0x ()
is well defined up to bounded distance. As usual, we will abbreviate ox(7,a) =
o(0xT,0xa) for a € M(X) etc.

Given a € M(X), write

R(a,7) = max{ox(a,7) | X € Xr(7)}.

Thus R(a,7) = max{R(a,v) | v € 7} (cf. the definition of Ry in Section 7). (In
the case of of markings, one can think of this as measuring intersection numbers,
see Lemma 9.7.) Given r > 0, let

T(r;r)={a e M(X) | R(a,7) < r}.
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Note that if @ € T(7;r) and Y € X;(7), then o(a,Y) < r+ s; (by (A10) “reali-
sation”). Also, if for each X € X(7), we have associated some ax € M(X); then
by (A10), there is some a € T'(7;7y) with p(ax,¥xa) < rg for all X € Xp(71),
where 7, = ro + s1. Note that a is well defined up to bounded distance. In fact:

Lemma 9.1. Ifa,b € T(r;7) with px(a,b) <1’ for all X € X(7), then p(a,b) is
bounded above in terms of r and r’.

Proof. Suppose that Y € X. If Y € X(7), then oy (a,b) is bounded using (A5)
“disjoint projection”. If Y € Xr(7), the oy(a,7) and oy (b, 7) are both bounded
above by hypothesis, so oy (a,b) is again bounded. The statement now follows by
(A7) “distance bound”. O

We will abbreviate T'(1) = T'(7; 7).

Let 7(7) = [Ixexm M(X). We give T(7) the I' metric (though any quasi-
isometrically equivalent metric would serve for our purposes). Note that 7 (7) is
a coarse median space, with the median defined coordinatewise. We can combine
the maps ¥x : M(X) — M(X) for X € X(71), to give a uniformly coarsely
lipschitz quasimorphim, ¥, : M(X) — T (7).

By Lemma 9.1 and the subsequent remark, we get a map v, : 7 (7) — T'(1) C
M(X), such that 1, ov, : T(7) — T (7) is the identity up to bounded distance.
Note that v, is also a uniformly coarsely lipschitz quasimorphism, whose image is
a uniformly bounded Hausdorff distance from T'(7).

This in turn gives rise to a quasimorphism, w, = v, 0t : M(X) — T'(7). It is
characterised by the property that 1) xow, ~ ¥x for all X € X(7), or equivalently,
that 0y o w, ~ Oy for all Y € X/(7). We note:

Lemma 9.2. Given r > 0, there is some r’ depending only on r and the parame-
ters of the hypotheses, such that for any multicurve, T, T(1;7) C N(T'(7);1").

Proof. Let b = w,(a) € T(7). By the above, we have 0ya ~ 0yb for all Y € X (7).
Also Oya ~ Oy1 ~ 0yb for all Y € Xp(7). Since X = X/(7) U Xp(7), we see that
Ry.(a,b) is bounded. Property (A7) “distance bound” now tells us that a ~ b. O

This shows that T'(7;7) is well defined up to bounded Hausdorff distance for
all » > r{, and can be described as the set of a € M(X) such that fya ~ 0y 1 for
all Y € Xp(7).

Lemma 9.3. T(7) is uniformly quasiconvex in M(X).

Proof. Suppose a,b € T(7) and ¢ € M(X). If X € Xp(7), then Oxpx(a,b,c) ~
px(0xa,0xb,0xc) ~ ux(0x7,0x7,0xc) ~ Ox7, and so by Lemma 9.2, ux(a,b, c)
is a bounded distance from T'(7). O

Lemma 9.4. The map w, : M(X) — T(7) is a coarse gate map.

Proof. Let © € M(X) and ¢ € T(r). If X € Xp(7), then w,xz € T(7), and
Oxps(x,w,x,¢) ~ pux(Oxz, Oxw,x,0xc) ~ ux(Oxz,0x7,0x7) ~ OxT ~ Oxw,x. If
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X € X/(7), then Ox s (z,w,z,¢) ~ pux(Oxz, Oxw,z,0xc) ~ ux(Oxx,0xx,0xC) ~
Oxx ~ Oxw,x. Since X = X;(7) U Xp(7), property (A7) “distance bound” tells
us that ps(z,w,z,c) ~ w,z, as required. O

Note that, if a,b € M(X), then w,a lies in a coarse interval from a to b, and
w;b lies on a coarse interval from a to w;a. By Lemma 6.6, w, is a uniform
quasimorphism (depending on £(X)). Note that the proof of Lemma 9.4 shows
that px(0xa,0xw,a,0xw:b) ~ Oxwra (putting x = a and ¢ = b). Similarly,
px (0xb,0xw.b, Oxw,a) ~ Oxw,b. 1t follows that p(w,a,w,b) is bounded above by
a linear function of p(a,b). We see that ox(w,a,w,b) is bounded above by a linear
function of ox(a,b). In particular, if Oxa ~ Oxb, then Ox(w,a) ~ Ox(w,b).

Lemma 9.5. If 7 and 7' are two multicurves which together fill %, then the
diameter of w.(T (7)) in M(X) is finite and bounded above in terms of £(3).

(Here, we are assuming that we have fixed, once and for all, the constant 7,
used in defining 7'(7), in terms of {(X).

Proof. Note that if X € X, then either X € Xp(7) or X € Xp(7'). Let a,b €
T(r"). If X € Xp(7), then Ox(wra) ~ Ox7 ~ Ox(w,b). If X € Xp(7') then
Oxa ~ Oxb, and by the observation preceding the lemma, 0x(w,a) ~ 0x(w;b). It
now follows by (A7) “distance bound” that a ~ b as required. O

If 7,7" fill ¥, we choose elements w,(7") € w,(T(7")) and w (1) € w(T(1)).
These are well defined up to bounded distance.

Now if a € T(7) and b € T(7'), then w,(7) lies in a coarse interval from
a to b, and w,(7') lies in a coarse interval from a to w, (7). It follows that
pla,b) = pla, w-(7") + plwr(7"), wr (7)) + p(wr (1), ).

We can use this observation to prove the following.

Lemma 9.6. Suppose that 7, 7" fill ¥, and that any pair of points of T'(7") C M(X)
lie a bounded distance from some uniform bi-infinite quasigeodesic in T'(1"). Then,
there are constants, k,t > 0, depending only on the constants of the hypotheses,
such that if v € T(7') and r > 0, then there is some y € T(1'") with p(y,T(7)) > r
and p(z,y) < kr +1t.

Proof. From the hypotheses, there is a uniformly quasigeodesic ray with basepoint
w,(7) and containing x. Now chose y to be a suitable point on this ray beyond
x, and apply the above observation. Il

For the remainder of this section, we explore these statements further in the
specific case where M(X) = M(X) is the marking graph of 3. (Note that, in this
case, all the parameters of M(X) depend only on £(X).)

Given k > 0, let T(1; k) = {a € M(2) | t(a,7) < k}.

Lemma 9.7.
(1) For all k > 0, there is some r > 0, depending on k and £(X), such that
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T(r;k) C N(T(7),r).

(2) There is some ko > 0, depending only on &(X), such that T(7) N M°(X) C
T(7s ko).

Proof.

(1) Tt is an elementary property of subsurface projection that if a € M°(X),
v € GYY) and X € X with v < X or v th X, then ox(7,a) is bounded above in
terms of ¢(7y, a). It follows that T(T; k) C T(7;r") for some r” depending only on
r and k. We now apply Lemma 9.2.

(2) We have observed that, in the case of markings, the verification of (A10)
“realisation” gives us a marking which has bounded intersection with 7 (where 7
is the union of all boundary curves of the set of surfaces). This was used in the
construction of v, and hence of w,. In particular, it follows that if a € M(X), then
t(wya, 7) is bounded for any a € M(X). Now if a € T(7) N M°(X) then (since w,
is a coarse gate map) p(a,w,a) is bounded. It follows that ¢(a,w,a) is bounded,
and so ¢(a, 7) is bounded. This bound depends only on £(X). O

Definition. A complete multicurve is a multicurve, 7, such that each component
of ¥\ 7 is an Sy 3.

In other words, Xy (7) = &, so X(7) = X4(7). Tt is equivalent to saying that
7 has exactly £(X) components. (It is essentially the same thing as a “pants
decomposition” in other terminology.)

Suppose that 7 is a complete multicurve. In this case, X (7) = Xa(7) = {X(v) |
verT} If X € X(7), then G(X) = M(X) is quasi-isometric to the real line, and so
T (1) is quasi-isometric to RS. Thus, v, gives rise to a quasi-isometric embedding
of R¢ into M(X), whose image is a bounded Hausdorff distance from 7'(7).

We can also view this in terms of the action of Map(3). Let G(7) < Map(X) be
the group generated by Dehn twists about the elements of 7. Thus, G(1) = Z°.
We put the standard word metric on G(7). Now G(7) acts coboundedly on 7(7)
hence also on T'(7).

The following result, proven in [FLM], is an immediate consequence, though
it also follows directy from the distance formula [MasM?2] (given as Theorem 8.3
here).

Lemma 9.8. Given any multicurve, T, there is some a € M(X) such that the
map |a > ga| : G(1) — M(X) is a uniform quasi-isometric embedding.

In fact, we can take any a € T'(7), and the orbit, G(7)a, is a uniformly bounded
Hausdorff distance from 7(7). (The uniformity is somewhat spurious here, since
there are only finitely many orbits of multicurves under the action of Map(X);
though our arguments give explicit bounds.)

We will refer to a set of the form 7'(r) for a complete multicurve, 7, as a
coarse Dehn twist flat (generally regarded as defined up to a uniformly bounded
Hausdorff distance).
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Lemma 9.9. There are uniform constants, k,t > 0 such that if 7,7 are complete
multicurves, with T # 7', x € T'(7'), and r > 0, then there is some y € T'(1") with
p(y, T (1)) > r and p(x,y) < kr +t.

Proof. It 7N 7" = @, then 7,7’ fill X, so the result follows immediately from
Lemma 9.6. (Note that any path in a Dehn twist flat lies in a uniform bi-infinite
quasigeodesic.)

For the general case, let 9 = 7 N 7. Now T'(79) is, up to quasi-isometry, a
direct product of a euclidean space (given by Dehn twists about the elements of
7o) and copies of M(X) as X ranges over the elements of Xn(7y). Applying the
above intrinsically to the restrictions of 7 and 7’ to any such X we deduce the
general case. 0

10. QUASICUBES

Throughout this section, we again suppose that M(X) satisfies the axioms
(A1)-(A10) of Section 7. We refer the constants involved as the “parameters of
M(E)ﬂ'

Definition. A quasicube in M(X) is an [-quasimorphism ¢ : @ — M(X), where
(@ is an n-cube.

We refer to it as an [-quasi-n-cube, if we want to specify the parameters.

In this section, we give a description of “nondegenerate” quasicubes of maximal
rank. In Section 11, we will apply this to the (extended) asymptotic cone M*(X).

We begin by recalling the following fact:

Lemma 10.1. There is some lg > 0, depending only £(X) such that if XY € X
and there exist a,b,c,d € M(X) with (a,b: ¢,d)x > lo and (a,c: b,d)y > ly, then
XANY.

Here (a,b : ¢,d)x denotes the “crossratio” (a,b : ¢,d)x = 3(max{ox(a,c) +
ox(b,d),ox(a,d)+0ox(b,c)} —(ox(a,b) +ox(c,d))) in G(X). Similarly for (a,b :
C, d)y in Q(Y)

Proof. This is property (P4) in [Bol], and was verified for the marking graph by
Lemma 11.7 of that paper. As already observed (in Section 7 here) the proof in

[Bol] only made use of properties (A8) “bounded image” and (A9) “overlapping
subsurfaces”. OJ

Recall, form Section 7, that Ax(a,b;7) ={Y € X(X) | oy(a,b) > r}.

Definition. Given a,b € M(X) and r > 0, we say that a,b are weakly (X,r)-
related if for all Y € A(a, b;r), we have Y < X.

Intuitively, we can think of a,b as being “close outside X”. More specifically,
if Z e X, with Z A X, then A(a,b;r)NX(Z) =0, so by (A7) “distance bound”,
we see that pz(a,b) is bounded.
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Definition. We say that a,b are (X, r)-related if they are weakly (X, r)-related
and p(a, T(05X)) <7 and p(b, T(0sX)) <.

We will often suppress mention of r where a choice (ultimately depending on
the parameters of M(3)) is clear from context, and simply refer to a,b as being
“(weakly) X-related”.

Note that this property is “median convex” in the sense that if ¢ € M(2), with
p(p(a,b,c),c) <1, then cis (X, r’)-related to a and to b, where ' depends only
on r, | and the parameters of the hypotheses.

Lemma 10.2. Ifa,b € M(X) are (X,r)-related, then p(a,b) agrees with p(a,b)
up to linear bounds depending only on r and £(X).

Proof. The fact that ¥x : M(X) — M(X) is uniformly coarsely lipschitz im-
mediately gives a linear upper bound for px(a,b). For the other direction, set
7 = OxX. Then, up to bounded distance, ¥,a and v,b differ only in the X-
coordinate. Since v, is uniformly coarsely lipschitz, we have that p(w,a,w,b) =
p(vbra, v0:b) s linearly bounded above by pxx(xa,¥xb) = px(a,b). By as-
sumption p(a,T(7)) and p(b,T(7)) are bounded. By Lemma 9.4, since w, is a
coarse gate map to T'(7), it follows that p(a,w,a) and p(b, w.b) are bounded. This
bounds p(a, b), as required. O

Note that by median convexity, we see also that px(x,y) < p(z,y) for any
z,y € M(X) with p(a,b,z) ~ z and p(a,b,y) ~ y.
Here is a criterion which implies that two elements of M(X) are X-related:

Lemma 10.3. Then there is a constant r1 > 0 depending only on &(X) with the
following property. Suppose ro > 11, and that a,b € M(X) and X € X. Suppose
that for all Z € A(a,b;rs) we have Z <X X and whenever vy is a curve with v M X,
then there is some Y € As(a,b;ry) with v 'Y and Y <X X. Then a,b are
(X, r)-related for some r depending only ro and the parameters of M(X).

Proof. By assumption, a, b are weakly (X, r)-related, so we just need to check that
that p(a,T(7)) and p(b,T(7)) are bounded, where 7 = J5(X).

By Lemma 9.2, it is enough to check that oy (a,7) and oy (b, 7) are bounded
for all U € Xr(1). Now if U € Xr(7), then U contains or crosses some boundary
curve of X, and so U h X or X < U. Either way, U will contain a curve, 7, with
~v M X. By hypothesis, there is some Y < X, with Y v and Y € Ag(a,b;ry).
Note that either Y < U or Y M U.

Now oy (a,b) > r;. Also, since U is not contained in X, it does not lie in
As(a,b;rs), i.e. oy(a,b) < ry. Suppose first that Y < U. If r; is greater than
1o, the constant of (A8) “bounded image”, then it follows (Oya,0yb:0yY) < 1o,
and so, by the definition of Gromov product, oy(a,Y) + oy (b,Y) < 2(ry + 19).
Suppose instead that Y h U. If r; is bigger than twice the constant, 7o, of (A9)
“overlapping subsurfaces”, then without loss of generality (swapping a and b), we
have oy (a,U) > ry, so by (A9) we must have oy(a,Y) < ry. Since oy(a,b) < rg,
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it follows that oy (b, Y) < ro+19. Thus, in all cases, we have shown that oy (a,Y)
and oy (b,Y') are bounded.

But now, ¥ < X, so Y A 7. Thus, by (A5) “disjoint projection”, we have that
oy (Y, 7) is bounded. We deduce that oy (a,7) and oy (b, 7) are bounded for all
U € Xr(7) as claimed. O

We now move on to consider quasicubes.

Suppose that @ = {—1,1}" is an n-cube. By an ith side of ), we mean an
unordered pair, ¢,d € (), which differ precisely in their ith coordinates. Note that
any two ith sides are parallel in the median sense. If a,b € @), we can speak of
the sides of @) crossed by a,b, that is those which (up to parallelism) correspond
to the coordinates for which a, b differ. (Note that the walls of @) are in bijective
correspondence with the parallel classes of sides.)

Suppose that ¢ : @ — M(X) is an l-quasimorphism. If ¢,d and ¢,d" are
both ith sides of @, then p(¢c, ¢d) < p(¢c, ¢pd'). (Since u(pc, ¢d, ¢c') ~ ¢c and
w(oc, ¢d, pd') ~ ¢d, we get a linear upper bound for p(¢c, ¢d), and the lower
bound follows symmetrically.) We will write s; = min p(¢c, ¢d) as ¢, d ranges
over all ith sides. Thus p(¢c, ¢d') < s; for any other ith sides, ¢/,d’. We also
note that for all X € X, we have ox(¢c, dd) < ox(¢d,¢d’) and px(¢c, pd) =<
px (o, ¢d') (similarly, since Ox o ¢ and ¥x o ¢ are quasimorphisms to G(X) and
M(X) respectively). Here, the linear bounds depend implicitly on .

If a,b € Q, then a repeated application of Lemma 6.1 shows that p(¢a, ¢b) =<
> Si, where the sum is taken over all sides of () crossed by a, b.

Lemma 10.4. Let ¢ : Q — M be an l-quasicube. There is some kg > 0,
depending only on h and the parameters of the hypotheses, such that if X, Y € X
with ox(pc, pd) > ko and oy (¢c, ¢d') > ko, where ¢,d and ,d" are respectively
ith and jth sides of Q, then either i =7 or X AY.

Proof. This is an immediate consequence of Lemma 10.1 above. OJ

It follows from Lemma 10.4 that for each i, there is a (possibly empty, pos-
sibly disconnected) subsurface, Y;, of ¥, which contains all X € X, for which
ox(pc, pd) > ko for any ith side, ¢, d, of Q). (Here, we are using the term “sub-
surface” to mean a disjoint union of essential subsurfaces as defined in Section 7.)
We can also take Y; to be minimal with this property. To ensure that each Y; must
be non-empty, we will assume that ¢ is non-degenerate, that is, for each side, ¢, d,
As(c,d;r) # @, for a fixed r > kg. Note that, by (A7) “distance bound”, this is
implied by placing a suitable lower bound on min{s; | 1 <i < n}. We will also
take r to be at least the constant r; featuring in Lemma 10.3.

Recall that £(X) is the maximal number of disjoint and distinct (non-Sy3)
subsurfaces we can embed in 3. Thus, if n = {(X), we see that if ¢ is non-
degenerate, then each Y; is connected and is either an annulus, or has complexity-1
(that is a 50,4 or 51’1>.
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Definition. We say that a multicurve 7 is big if each component of ¥ \ 7 is a

50,3, 50,4 or 51,1-

In this case, the set of all relative boundary components of all the Y; is a big
multicurve, 7, such that X (7) is precisely the set of Y;.

Lemma 10.5. Suppose that Q is a -cube, and that ¢ : QQ — M(X) is a non-
degenerate quasimorphism. Then there is a big multicurve, T C X, such that we
can write X (1) = {Y1,...,Ye}, so that if ¢,d is any ith side of Q, then ¢c, ¢d are
Y;-related.

(We remark that it follows that ¢(Q) lies in a bounded neighbourhood of T'(7).)

Proof. We construct disjoint surfaces Y; as above, and as already observed, the
set of these Y; is precisely X'(7) for a big multicurve, 7. Recall that for all X € X,
if ¢,d and ¢, d" are ith sides of @, the ox(¢c, pd) < ox(pc, ¢d’). Let r1 be the
constant of Lemma 10.3. If the nondegeneracy constant is sufficiently large, then
A(pc, pd;r) # @. So if r > max{ry, ko}, the subsurfaces of A(¢c, ¢d;r) fill Y;, so
oc, ¢d, Y; satisty the hypotheses of Lemma 10.3. We see that ¢c, ¢d are Y;-related
as claimed 0

Note that a big multicurve, 7, satisfying the conclusion of Lemma 10.5 might
not be unique. For example, if v € 7 bounds an Sy 3 component of ¥ \ 7 on both
sides (perhaps the same Sy 3), then we can remove it, and the conclusion will still
hold. However, this is essentially the only ambiguity that can arise.

We will also need:

Lemma 10.6. Suppose that Q is a {-cube, and that ¢ : Q — M(X) is a non-
degenerate quasimorphism, and that c,d is an i1th side of Q). Let Y; be as given by
Lemma 10.5. Suppose that x,y € M(X) with p(¢c, pd, x) ~ x and p(pc, ¢d,y) ~
y. Then p(z,y) < py,(z,y), where the additive bounds depend only on I, n and
the parameters of M(%).

Proof. By Lemma 10.4, and ¢c, ¢d are Y;-related, and so therefore are x,y (with
suitable constants). The statement then follows by Lemma 10.2 and the subse-
quent observation. O

11. THE ASYMPTOTIC CONE OF M(X)

As in Section 12. let M*(X) be the extended asymptotic cone of a space M(X)
satisfying the hypotheses (A1)—(A10).

Let Z be a countable set with a non-principal ultrafilter, as in Section 5. Let
UG = UG(X) be the ultrapower of G(X). This is a graph with vertex set UGP.
Note that the intersection number, ¢, extends to a map Ut : (UG®)? — UN. We
also have an ultrapower, UX = UX sUUX . There is a natural bijection between
UX 4 and UG®. (Here, G is playing its role as an indexing set.)
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We can extend the notation introduced in Section 5. For example, if XY €
UX, we write X A'Y to mean that X, A Y, almost always. We similarly define
X <Y and X MY. Since there are only finitely many possibilities (in fact, five),
we have the following pentachotomy: if X,Y € X exactly oneof X =Y, X AY,
X <Y, Y <X or X MY must hold (exactly as in Section 7).

Note that & Map(X) acts on both UG and UX with finite quotient.

Terminology. In this section, we refer to an element of UG as a curve and an
element of G° C UG® as standard curve. We similarly refer to “subsurfaces”,
“standard subsurfaces” etc.

As observed in Section 5, two standard objects lie in the same U Map(X)-orbit,
then they lie in the same Map(X)-orbit.

Moreover, any configuration of curves and surfaces of bounded complexity can
be assumed standard up to the action of the mapping class group. One way to
express this is as follows.

Lemma 11.1. Suppose that a C UG® and Ui(a) € N, then there is some g €
UMap(X) with ga C G°.

Proof. By hypothesis, t(a¢) is almost always constant. Therefore, we can find g¢ €
Map(X) such that gear € G°(X) lies is one of only finitely many possible subsets
of G°(X). Therefore, gca is almost always constant, that is, ga is standard, where
g is the limit of (g¢).. O

Note that this applies, for example, to multicurves, or to collections of pairwise
disjoint subsurfaces of . In particular, it makes sense to refer to the topological
type of a subsurface; for example, that it is an Sy, or an Sp4 (up to the action
of U Map(X)). We can also refer to boundary curves of a surface, or say that a
collection of curves fill a subsurface, etc.

If 7 is a multicurve, we can define UX (1) C UX as in Section 9. (It is the limit
of the sets X'(7¢).)

In what follows we deal mostly with extended asymptotic cones. This seems
more natural in this context than restricting to the asymptotic cone, though most
of the discussion would apply equally well in both situations.

We assume that M(X) and G(X) are spaces satisfying properties (A1)—(A10)
of Section 7.

Let t € UR be a positive infinitesimal. Rescaling, as in Section 5, we get
extended asymptotic cones, M* = M*(X) and G* = G*(X) of M(X) and G(X)
respectively. (We topologise them as the disjoint union of their components.) We
write p*, o*, respectively, for the limiting non-standard metrics. The asymptotic
cones, (M>(X), p>*) and (G>(X), ) are complete metric spaces. In fact, since
G(X) is hyperbolic, G*(¥) is an R*-tree, and G*(X) is an R-tree. The maps
X : M(X) — G(X) is coarsely lipschitz, and (after the rescaling) gives rise to a
lipschitz map x* : M(X) — G(X).



54 BRIAN H. BOWDITCH

The coarse median, i, on M(X) gives rise to a median p* on M*, and restricts
to a median, §*° on the asymptotic cone, M*. By Theorems 6.8 and 6.9, p*>°
is bilipschitz equivalent to a median metric inducing the same median structure.
The construction is not canonical, but we will write p3; for some choice of such
median metric. We similarly define pj, bilipschitz equivalent to p* on M*.

Suppose that X € UX. The spaces G(X) give rise to an extended asymptotic
cone, denoted G*(X) which is an R*-tree. The maps 0x, are uniformly coarsely
lipschitz, and give rise to a lipschitz homomorphism, 6% : M*(X) — G*(X).

Similarly, we have a limit M*(X) of the spaces M(X¢). This has a median, p*,
arising from the coarse medians, /i, and we again get a topological median algebra.
We similarly have limiting lipschitz homomorphisms ¢% : M*(2) — M*(X).
In fact, as observed above, up to the action of & Map(X), we could take X to
be standard, and so M*(X) is isomorphic to the space defined intrinsically on a
surface of this topological type.

If X,)Y e UX, with X <Y, then we have a limiting map, ¢3 y : M*(X) —
M*(Y), with Y5 o0y = ¢}. We will generally abbreviate ¢%, to 1%, when the
domain is clear from context.

Note that if v € UG® and X € UX with v < X or v M X, we have a well
defined subsurface projection, 6% (y) € G*(X). Similarly, if X,Y € UX, with
Y < X or Y X, we can define 6%(Y) € G*(X).

We also note that if v € UG, then we can write M*(v) = G*(y) = G*(X)
where X = X (7) is an annular neighbourhood of ~.

Suppose that 7 C UG is a multicurve. Let T*(7) C M*(X) be the limit of the
subsets T'(7¢) € M(X). This is a closed subset of M*(X). (Note that it is also
the limit of the sets T'(7¢; ) for any sufficiently large r € [0, 00).)

We can describe the structure of 7%(7) as follows.

Let UX (1) C UX be the ultraproduct of the X(7;). (By Lemma 11.1, this
is finite, and standard up to the action of & Map(X).) Let 7*(7) be the direct
product of the spaces M*(X) for X € UX(7) in the [' extended metric. This is
the same as the extended asymptotic cone of the spaces T (7¢).

Recall that in Section 9, we defined maps ¢, : M(X) — T (7¢), vr, = T(7¢) —
T(r¢) and wy, = vy, 0P+ M(E) — T(7¢). These are all uniformly coarsely
lipschitz quasimorphisms, and so give rise to maps, ¥ : M*(X) — T*(7),
vt TH(1) — T(7) and w? = v¥ o b : M*(X) — T*(7). In fact, from Lemma
9.4, we see that w? : M*(X) — T%(7) is a gate map.

It follows that T*(7) is convex, and that w* is the unique gate map to T%(7).
Note also that if v € UG°(X) with 7 th v and a € T*(7), then 63(a) = 5(7).

Given a subset, S C M*(X), write

C(S)={X elUX | 0%|S is injective},

and
D(S) ={X eUX | ¥%|S is injective}.
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Clearly C(S) C D(S). We write D(S) = C(S)NUX 4 = D(S) NUX 4, which we
can identify as a subset of UG°.

Given a,b € M*(X), write C'(a,b) = C([a,b]), D(a,b) = D([a,b]) and D°(a,b) =
DO([a, b)),

We also write A(a,b) = C({a,b}) = {X € UX | O a # 0%b}. Clearly C(a,b) C
A(a,b).

Lemma 11.2. Suppose that a,b,c,d € M*(X) are all distinct. Suppose X,Y €
UX c € [a,d], b€ [a,c], X € Ala,b)NA(c,d) and Y € A(b,c), then either X =Y
or X \Y.

Proof. Suppose first, for contradiction, that X M Y. (This is the case that is
actually of interest to us.) Let ac, b, c¢,de € M(X,) be sequences converging to
a,b,c,d € M*(X). We can suppose that px, (cc, u(ac, c¢, d¢)) and px, (be, p(ac, be, cc))
are bounded (after replacing c¢ by u(ac, ¢, d¢)) and then b by p(ac, be,¢¢))). Now
ox (ac,be) — oo (since Ox.ac — 0% a and Ox be — 0%b, which by hypothesis are
distinct). In particular, ox (ac,be) is almost always greater than 27y, where 7q is
the constant of property (A9) “overlapping subsurfaces”. Thus, 0 Y; must be
at distance greater than rq from either QXCGC or ngbo and so by (A9), ngXC is
within a distance ry from either Oy ac or Oy bc. Similarly, 6y, X is also almost
always within distance rq of either fy,c. or fy d¢. But G(Y¢) is uniformly hyper-
bolic, and 0, is a median quasimorphism. Therefore, up to bounded distance,
‘9ng< and QYCCC lie on a geodesic from chag to chdc, and occur in this order.
Therefore, whichever of the above possibilities arises, we see that ayg(bc,cc) is
bounded, and so o3 (b,¢) = 0. That is, 0%b = 0%c, so Y ¢ A(b, c).

After swapping the roles of X and Y if necessary, we also need the to rule
out the possibility that X < Y. If that were the case, we could derive a similar
contradiction using property (A8) “bounded image”. Briefly, if ox, (ac, b;) is large
then 0y, X must lie close to any geodesic in G(Y;) from 6y a¢ to Oy, be. Similarly,
Oy, X¢ lies close to any geodesic from fy,c; to fy,d;. We again get that oy, (be, c¢)
is bounded, and so derive a contradiction. (We omit details, since we will not
need this case in this paper.) O

We say that a subset, O, of M*(X) is monotone if it admits a total order, <,
such that if z <y < zin O then y € [z, z].

Recall that, C(O) is the set of X € UX such that 0%|0 : O — G*(X) is
injective. The following is an immediate corollary of Lemma 11.2.

Corollary 11.3. If O C M*(X) is monotone, |O| > 4, and X,Y € C(O), then
either X =Y, or X \Y.

(In fact, the only information we really need from Lemma 11.2 and Corollary
11.3 is that X and Y cannot cross.)

Note, in particular, this applies if O C M*(X) is a convex subset order isomor-
phic to a totally ordered set.
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In particular, Corollary 11.3 tells us that, if |O| > 4, then C°(O) is a multicurve.
Note, in particular, this applies if O C M*(X) is a non-trivial convex subset
order isomorphic to a totally ordered set.

12. CUBES IN M*(X)

Let @ € M*(X) be an n-cube. If ¢,d and ¢/, d" are both ith sides of @, then
the intervals [c, d] and [, d'] are parallel. That is, the maps [z — u(c/,d’, z)] and
[ — p(e,d,z)] are inverse median isomorphisms between [c,d] and [¢/, d']. Now
if v,y € [e,d],let &' = p(d,d',x) and y/ = p(d,d',y). Given X € UX, and 0% x =
0%y, then 052" = 0%y'. We see that if 6%|[c/,d'] is injective, then so is 0%|[c, d]
and conversely by symmetry. The same applies to ¢%. Thus C([c,d]) = C([¢, d']),
so we can write this as C;(Q). We similarly write D;(Q) = D([¢,d]) = D([¢,d]).
We write DY(Q) = D;(Q) NUG’(X) = Ci(Q) NUG(X), which we identify with
the set of curves v € UG’(X) such that 6% |[c, d] is injective.

Suppose now that n = £. In this case, if ¢,d is any side of @, then [c,d] is a
rank-1 median algebra (a totally ordered set). We refer to [c,d] as a face of the
convex hull, hull(Q), of Q. In fact, hull(Q), is a median direct product of its faces.
If n =&, then each of the faces has rank 1. Such a face is linearly ordered, and so
it is isometric in p}, to an interval in R* (via the map [z — p*(c, x)]).

Applying Corollary 11.3, we immediately get:

Lemma 12.1. If X|Y € Ci(Q) for any i, then either X =Y or X AY.

Recall that by Lemma 6.3, there are uniform quasimorphisms, ¢, : @ —
M(X), such that ¢,z — x for all z € Q). Note that, necessarily, we have that ¢,
is non-degenerate for almost all (.

Lemma 12.2. If X € C;(Q) and Y € C;(Q), then eitheri=j or X \Y.

Proof. Let ¢¢ : Q — M(X) be Z-sequence of uniform quasimorphisms as given
by Lemma 6.7, with ¢,z — = for all z € Q. Let ¢,d and ¢/,d’ be ith and jth
sides of @, respectively. Then ox, (¢¢c, pcd) — oo and oy, (¢¢c’, ¢cd’) — oo, and
so for almost all ¢, ox (¢cc, cd) > ko and oy, (¢¢cc’, ded’) > ko, where ko is the
constant of Lemma 10.4. If ¢ # j, then by Lemma 10.4, X A Y¢, so it follows that
XANY. O

Given that DJ(Q) C Ci(Q), we see that if o € DY(Q) and § € D)(Q), then
either a = 8 or a A 8, and in the former case, i = j.

Lemma 12.3. Suppose that v € DY(Q) and that X € D;(Q) is a complexity-1
subsurface (i.e. an Sp4 or Si1). If v < X, then i = j.

Proof. Let kg be the constant of Lemma 10.4. Let ¢, c,d,c,d" be as in the proof
of Lemma 12.2. Now o0, (¢cc, ¢¢cd) — oo, and px (¢, ¢cd’) — oo. Thus we
have the following for almost all . First, o, (¢cc, ¢cd) > ko. Second, using (A7)
“distance bound”, there is some Y < X, with oy, (¢¢c, ¢cd) > ko. Third, 7 < X
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and X, has complexity 1. It follows that either 7. < Y, or 4, h Y. But then, by
Lemma 10.4, we must have i = j. OJ

Lemma 12.4. Let Q C M*(X) be a {-cube. Then there is a big multicurve, T,
such that we can write UX (1) = {Y1,...,Ye} with the Y; all distinct, and with
Y; € D;i(Q).

Proof. Let ¢¢ : Q — M*(X) be uniform quasimorphisms as in the two previous
proofs. Let 7. be the standard big multicurve given by Lemma 10.5, and write
X(1¢) = {Yie,. ., Yec}. Let ¢,d be an ith side of (). Then ¢.c and ¢cd are
Y, c-related. Write ¢, = ¢¢c and d¢ = ¢cd. Let 7 be the limit of (7¢)¢, and let Y;
be the limit of (Y;)¢. Thus UX (1) = {Y7,...,Ye}.

It remains to show that Y; € D;(Q). Suppose that =,y € [c,d]. Let z¢,y; €
M(X) with z, — = and y; — y. After replacing z¢ by p(cc,de,z¢) and ye by
p(ee,de,yc), we can assume that p(ce,de,z¢) ~ ¢ and plee, de,ye) ~ ye. By
Lemmas 10.5, ¢¢c, ¢cd are X-related. By Lemma 10.2 and subsequent remarks,
it follows that p(z¢,yc) < py, . (T¢, yc). But p(we,ye) — p(z,y) and py, (2¢, ye) —
py;(x,y), and so p(z,y) and py,(z,y) are bilipschitz related. In particular, if
Yy.x = 3.y, then py,(z,y) = 0, so p(z,y) = 0, so v = y. In other words, this
shows that 3. |[c, d] is injective, so ¥; € D;(Q) as claimed. O

Let I be the set of i such that Y; = X (v;) is an annulus. Thus, v; € DY(Q), and
7={v|i € I}. By Lemmas 12.2 and 12.4, we see that, in fact, D?(Q) = {v:}.
Moreover, if D?(Q) # & for some j ¢ I, then using Corollary 11.3 and Lemmas
12.2 and 12.3, we again see that DY(Q) consists of a single curve ;, with 7; < Y;.
Now write 1(Q) = {i | DY(Q) # @}, and let 7(Q) = {v; | i € I(Q)}. We see that
7(Q) is a big multicurve, containing 7, and that it also satisfies the conclusion of
Lemma 12.4 (since UX n(7(Q)) C UX n(7)). Therefore retrospectively, we could
have taken 7 = 7(Q) in Lemma 12.4.

We have shown that each of the maps 0,, or 1y, restricted to the ith face of
hull(@) is injective. It follows that the map ¢* : hull(Q) — T*(7), and hence
wi - hull(Q) — T7(7), is injective.

Up until now, we have just assumed (A1)—(A10). To proceed, we will need also
to assume the distance formula (B1) given in Section 7. As a consequence, we can
weaken the hypotheses of Lemma 10.2 as follows:

Lemma 12.5. If a,b € M(X) are weakly (X, r)-related, then p(a,b) agrees with
px(a,b) up to linear bounds depending only on r and on ().

Proof. The only contribution to the distance formula (property (B1)) in M(X)
comes from subsurfaces of X, and so gives the same answer in M (X)) up to linear
bounds. ]

Lemma 12.6. Let Q C M*(X) be a {-cube. Then Q C T*(7(Q)).

Proof. Suppose, for contradiction, that a € Q \ T*(7). We can write hull(Q) as a
direct product of the intervals [a, a;], where {a, a;} is the ith side of ) containing
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a. By Lemma 2.1, M*(X) is locally convex (since every component is), so there
is a convex neighbourhood C' of a with C NT*(7) = @. Since M*(X) has no
isolated points, we can find some b; € ([a,a;]NC)\{a}. Now, since w? is injective,
wib; # wra. Let W; be a wall of M*(X) separating w’b; from w’a. Since w¥ is
a gate map to T*(7), this also separates b; from a. Also, since C' and T*(7) are
convex, there is another wall, W, separating C' from T*(7). (Any two disjoint
convex subsets of a median algebra are separated by a wall.) We see that the
walls, W, Wy, ..., We, all pairwise cross. We deduce that M*(X) has rank at least
¢ 4+ 1, contradicting Theorem 6.6. 0

Lemma 12.7. Suppose that v € DY(Q) and that X € D;(Q) is a complexity-1
subsurface. If i # j, then either y A X, or there is some (unique) 8 € D9(Q) with
8 <X.

Proof. If ~ is not disjoint from X, then we must have v < X or « h X, but the
first possibility is ruled out by Lemma 12.3. Since X has complexity 1, either
v MY for all Y < X, or else there is a unique § < X such that v M Y whenever
Y < X and Y # X(f). (In the former case, v N X cuts X into a collection of
discs, and in the later it cuts X into discs together with one annulus, and we take
f3 to be its core curve.) We claim that the latter case holds, and that 5 € D;(Q).

Let ¢¢,c,d,c,d be as in the proof of Lemma 12.2. In the first case above, we
follow the argument of Lemma 12.3 to derive a contradiction. In the second case,
let 5 — (. For almost all ¢, we have S < X, and v, h X.. Given such (,
suppose that Y, < X and Y # X(0;). Then almost always, o¢(¢cc, ¢cd’) is
bounded. (Otherwise, since v, th Y, we derive a contradiction, as in the proof of
Lemma 12.2.) Given any e, f € [¢c, ¢d|, we see that oy, (e¢, f¢) is (almost always)
bounded. Thus, intrinsically to M(X¢), we see that x e and 1x_fc are weakly
Be-related. It follows that o (ec, fc) < px.(ec, f¢). Thus, if e # f, then since
X € D;(Q), we have px(e, f) # 0, so os(e, f) # 0. It follows that 05][¢c’, ¢d'] is
injective. In other words, 8 € D)(Q) as claimed. O

We can summarise what we have shown as follows. Recall that D;(Q) is the set
of subsurfaces, X, for which ¥%|[c,d] is injective for some (or equivalently any)

ith side, [c, d], of Q.

Proposition 12.8. For any i, the set D?(Q) is either empty or consists of a single
curve v; € UGY. If it is empty, then there is a unique complexity-1 subsurface
Y; € Di(Q). The set of v; are all disjoint, and they form a big multicurve 7(Q).
The Y; are also disjoint, and are precisely the complexity-1 components of 7(Q).

We note, in particular, that 7; or Y; is completely determined intrinsically by
any ith side of (), without reference to @ itself.
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13. FraTs IN M*(X)

In this section, we restrict to the case where M(X) = M(X) is the marking
graph, and consider flats in the (extended) asymptotic cone. The parameters now
depend only on £(X).

First, we consider a particular case arising from complete multicurves. Suppose
that 7 C UG" is a (non-standard) complete multicurve. In other words, 7 has £
components and cuts X into Sp3’s. In this case, each factor is a copy of R*, so
T*(7) is isomorphic to (R*)S. We refer to T*(7) as an extended Dehn twist flat.

More generally, if 7 is big (that is each component of the complement is an Sy 3,
So.4, or Si1), then again UX (7) has £ elements, and 7%(7) is a direct product of
& R*-trees.

If X € UX, then M*(X) and G*(X) have preferred basepoints. These are
defined as follows. Fix any a € M(X) and let ex € M*(X) be the limit of the points
Vx, (a) € M*(X¢). This limit is independent of a. We similarly define fx € G*(3)
as the limit of Ox (a) (or equivalently, as fx = x*ex). Let M>*(X) and G>(X)
be the components containing ex and fx respectively. Using Lemma 11.1, one
sees that these are isomorphic to the asymptotic cones defined intrinsically on a
standard surface of the topological type of X (unless X is an annulus, in which
case, they are both isometric copies of R). Note that 6% (M>(X)) C G>*(X). We
will denote the restriction of 6% to M*(X) by 6%.

If 7 is a complete multicurve, we write 7°°(7) = T%(7) " M>(X). This is either
empty or isomorphic to RS, In the latter case, this is naturally identified with
T°°(7) — the direct product of M>(X) for X € UX7(T).

Definition. A Dehn twist flat in M*°(X) is a non-empty set of the form 7%(7) N
M®>(X), where 7 C UG°(7) is a complete multicurve.

(We will explain the general term “flat” in this context below.)

By Lemma 11.1, up to the action of & Map(X), we can take 7 to be standard.
One way to construct 7°°(7) in this case is as follows. Recall that G(7) = Z¢ is
the subgroup of Map(X) generated by Dehn twists about the components of 7.
Let a be any element of M(X). The orbit, Ga, is a bounded Hausdorff distance
from T'(7), and so T°°(7) is the limit of Ga in the asymptotic cone M>(X). The
natural map from Z¢ = G to Ga limits on an isomorphism from R to T°°(7),
where we view R¢ as the asymptotic cone of Z<.

More generally, if 7 is a big multicurve, then 7°°(7) = T%(7) " M>(X) is either
empty or a direct product of £ R-trees. In the latter case, it will contain many
flats. We aim to show that every (maximal dimensional) flat in M*> (X)) has this
form. First, we consider the case of an S;; or Sp4.

Suppose that ¥ is an Sy or Spy. In this case, G(X) is a Farey graph, and
(up to quasi-isometry) M(X) is the dual 3-valent tree (that is the dual to the
Farey complex obtained by attaching a 2-simplex to every 3-cycle in G(X)). To
each v € G°(X) we can associate a bi-infinite geodesic, or azis, in M(X). Up
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to bounded Hausdorff distance, we can identify this axis with the space T'(v) =
T({~}) defined in Section 9, which we can, in turn, identify up to quasi-isometry,
with M(v) = G(v). Any two distinct axes meet in at most a single edge of M(X).

As noted before, in this case, M*(X) and G*(X) are both R*-trees. If v €
UG’(X), we get a closed convex subset, T*(y) € M*(X) which can be identified
with M*(y) = G*(y) @ R*. If o, 8 € UG"(Z) are distinct, then T*(a) N T*(5)
consists of at most one point. The gate map, w? : M*(¥) — T"(y) is the limit
of subsurface projection.

We now want to describe flats more generally. In this context, we make the
following definition.

Definition. A flat in M*(X) is a closed convex subset median isomorphic to R¢.

Note that, in the case of a median metric space, this notion is equivalent to the
notion of a flat as defined in Section 3. (In particular, “flats” are always assumed
to have maximal rank.) In fact, we know that M*(X) is bilipschitz equivalent to
a median metric space, so with respect to this median metric, the two notions
coincide.

Let ® C M*>(X) be a flat. We identify ® with R via a median isomorphism.
Given i € {1,...,&}, let L; C ® be an ith coordinate line. (Note that two such
are parallel. Moreover, they are determined up to permutation of the indices 7.)
Let D;(®) = D(L;), that is, the set of X € UX(X) such that ¥ |L; is injective.
(This is independent of the choice of L;.) We similarly define DY(®) C UG*(),
which we can identify as a subset of D;(®).

We now bring Proposition 12.8 into play. Note that if Q) is any &-cube in @,
then D;(Q) 2 D;(®). In fact, there is some {-cube Qy C @, with D;(Qo) = D;(P)
for all i, and so D;(Q) = D;(®) for any cube in ® bigger than Q) (that is, with
Qo C hull(Q)). In particular, |D?(®)| < 1. Let I(®) = {i | DY(®) # @}. If
i € I[(®), write DY(®) = {~;}, and let 7(®) = {v; | i € [(®)}. Thus, 7 = 7(®) =
7(Qo) is a big multicurve. If @) is any bigger cube, then Lemma 12.6 tells us that
Q) C T°°(7). Since hull(Q) is exhausted by such hulls, we conclude:

Proposition 13.1. If & C M>(X) is a flat, then 7(®) is a big multicurve, and
O C T°(7(P)). Moreover, if Y € UXN(T(P)), then Y € D;(®P), for some i €
{1,..., &\ [(D).

Note also, as in Proposition 12.8, that each Y € UX (1) lies in D;(®P) for some
unique i ¢ I(P).

Note that, applying Lemma 12.7 to a large cube in ®, we see that if v € DY(®),
then for all j € {1,...,&}\ [(®) if X € D;(®) is an Sy or Sp4, and i # j, then
v A X (since the second possibility is ruled out by the fact that D)(®) = @).

Next, we aim to describe when two flats meet in a codimension-1 plane (neces-
sarily a coordinate subspace).

Lemma 13.2. Let &y, Dy, be two flats with &y N Py a codimension-1 coordinate
plane. Then 7 = 7(®g) N 7(Py) is a big multicurve. Moreover, |T(®;) \ 7| < 1.
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If By € T(Po) \ 7 and By € T(Py) \ T then By # P1 and Py and By lie in the same
complementary component of T.

Proof. Choose coordinates on &5 and ¢ so that ®,NP, is a plane orthogonal to the
1st axis, and so that the other coordinates agree on ®oN®;. Write I; = I(P;) and
7, = 7(®;). Let 7 = 19N7y. Now [o\{1} = [;\{1} (since these sets are determined
by lines in &5 N ®;). The only case we need to consider is where 1 € Iy N I3
(otherwise, at least one of 7y or 71 agrees with 7 and the statement follows). We
aim to show that 79 and 7, differ only inside a complexity-1 component of ¥ \ 7,
and it will follow that 7 is big.

So suppose that 1 € Iy N I;. Then 79 = 71U {f} and 74 = 7 U {f1}. Let
Y; € UX x(7) be the component containing ;.

If Yo # Y3, then Yy € UX N(71), so Yy € D;(P;) for some i # 1 (as observed
after Proposition 13.1). But D;(®g) = D;(®;). In other words, we have 5y < Y,
Bo € D1(Dg), Yo € D;(Pg) and Yj is an Sy 1 or Sp4. It now follows that 5y A Y,
giving a contradiction.

Thus, Yy = Y7 =Y, say. Since ®; # ®;, we must have 5y # ;. We claim
that Y is an S;; or an Sp4. For suppose not. We use the fact that 7y and 7
are big. Either £y h 81 or Sy A B1. In the former case, we have Sy M Z for some
Z € UX (1) and we get a contradiction as before. In the latter case, we have
Bo < W for some W € UX(71) and we derive a similar contradiction.

Thus, Y is an S or Sp4. Since 7y and 7 are big, and differ only in the curves
Bo, P1, it follows that 7 is big. O

Elaborating on the above proof, we see that there are essentially three possi-
bilities (up to swapping ®¢ and ®;). Let us suppose that &, and &, differ in the
first coordinate. We have one of the following:

(1) 7(®g) = 7(Py) = 7. In this case, there is some Y € UX y(7) corresponding to
the first factor of both T'(7y) and T'(71), so that &g and ®; project to lines meeting
in a single point in the R-tree M*(Y).

(2) 7(®g) = 7 and 7(P;) = TU{B}. Let Y € UX n(7) be the component contain-
ing . In the R-tree M*>(Y"), ®; projects to the axis corresponding to 3, and P
projects to a line meeting this axis in a single point.

(3) 7(®g) = TU{B} and 7(P1) = 71U {B1}. Let Y € UX(7) be the component
containing 3y and ;. Then @4 and ®; respectively project to the axes in M*®(Y")
corresponding to By and (3;. These axes intersect in a single point.

We next want to characterise Dehn twist flats.
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Lemma 13.3. Suppose that @ C M>(X) is a flat. Suppose that for each i there
is another flat, ®; C M*(X), with ® N ®; a codimension-1 coordinate plane or-
thogonal to the ith axis. Then ® is a Dehn twist flat.

In fact, it is enough to assume the hypothesis for those i € I(P).

Proof. Suppose i € I(®). Let v; € 7(P) be the corresponding curve. By Lemma
13.2 and subsequent discussion, we see that 7(®;) is obtained from 7(®) by delet-
ing ; and possibly replacing it by another curve in the complementary component
of 7(®) \ {7} that contained ;. But 7(®;) is big, so either way, it follows that
7; must lie in an S7; or Sp4 component of the complement of 7(®) \ {v;}. Put
another way, +; bounds an Sy 3 component of 3\ 7(®) (possibly the same S 3)
on each side. Since this holds for all ¢ € I(®) (that is for all components of 7(®))
it follows that each component of ¥ \ 7(®) is an Sp3. In other words, 7(®) is
complete. O

For the converse, suppose that ® is a Dehn twist flat. For simplicity, we can
assume that 7 = 7(®) is standard. Let G = G(7) C Map(X) be the subgroup
generated by Dehn twists about the components of 7. Thus G = Z¢. Let UG <
U Map(X) be its ultraproduct, and let UG = UG NU° Map(X). (Recall, from
Section 5, that U° Map(X) is defined to be the setwise stabiliser of M>(X).) Then
UG acts transitively on ®, preserving the coordinate directions.

Lemma 13.4. Suppose that ® is a Dehn twist flat. Then if © is any codimension-
1 coordinate subspace in ®, then there is some Dehn twist flat, ¥, with © = NV,

Proof. For simplicity, we can assume 7 = 7(®) to be standard. Let v € 7 be
the curve corresponding to the coordinate direction perpendicular to ©. Let
Y € UX(7\ {~}) be the component containing v. Let v € G°(X) be any other
standard curve in Y. Now the axes of § and v in G*(Y) meet in a single point.
Let 7" = (7\{v})U{B}, and let ¥ = T'(7'). Then W is a Dehn twist flat meeting ®
is a codimension-1 plane parallel to ©. By the homogeneity of ® described before
the statement of the lemma, this is sufficient to prove the result. 0

Putting the above together with Proposition 4.6, we get:

Proposition 13.5. Suppose that ® C M>(X) is a closed subset and that there is a
homeomorphism f : RS — ® with the following property. For each codimension-
1 coordinate plane, H C RS, there is a closed subset, ¥ C M*>(X), homeomorphic
to RS such that f(H) = ® NWU. Then ® is a Dehn twist flat, and f is a median
1somorphism. Moreover, every Dehn twist flat arises in this way.

In particular, we see that the collection of Dehn twist flats is determined by the
topology of M*>(X), as shown in [BehKMM]. In fact, we only need an injective
map. Moreover, we can take two different surfaces with the same complexity. In
summary, we conclude:
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Theorem 13.6. Suppose that ¥ and ¥ are compact surfaces with (%) = £(X') >
2. Suppose that we have a continuous injective map, f : M*®(X) — M>(Y),
with closed image. If ® is a Dehn twist flat in M>(X), then f(®) is a Dehn twist
flat in M>(X).

Note that this applies equally well to any components of M*(X) and M*(X'),
since they are all respectively isomorphic to M> (%) and to M>(%').

14. CONTROLLING HAUSDORFF DISTANCE

We begin a general statement, which generalises a construction of [BehKMM].

Let (M, p) be a metric space. Given subsets, A, B, D C M, we say that A, B
are r-close on D if AND C N(B;r) and BN D C N(A;r). (Thus r-close on M
means that the Hausdorff distance, hd(A, B), from A to B is at most r.) Let t be
a positive infinitesimal, and let M* be the extended asymptotic cone determined
by t. Given e € M*, let M2° be the component of M* containing e. Let r = 1/t.

Let UP(M) be the ultrapower of the power set, P(M), of M. Given A €
UP(M), let UA and A* C M* be the images of A under the natural maps
UP(M) — PU(M)) — P(M*) (as discussed in Section 5).

The following is a simple observation (a similar statement is used in [BehKMM]).

Lemma 14.1. Suppose that A,B € UP(M), and e € UA (that is e € A for
almost all ). Let e € M* be the image of e in M* (so that e € A*). Suppose
that €, R > 0 are positive real numbers. Then A*, B* are e-close on N(e; R) if and
only if, for all R > R and all € > €, the sets A¢, B¢ are €r¢-close on N(e¢; R're)
for almost all C.

In particular, if A* N M2 = B* N M°, then for all R > € > 0, the sets A¢, B,
are almost always er¢-close on N(e¢; Rr¢). (Here “almost” may depend on € and
R.) Note that, in the above, only the component, M, of M* containing e is
relevant.

Lemma 14.2. Suppose that for all R > ¢ > 0 there is some e € A* such that

A*  B* are e-close on N(e; R). Then, there is some component, M°, of M* such
that A*NM° = B*N M° # .

Proof. Given any n € N, there is some e, such that A*, B* are i—close on
N(e,;2n). Write e, = (enc)c- Let Z, be the set of ( € Z such that A¢, B,
are %—close on N(eyc;nre). Thus, for all n, Z, has measure 1. Given ¢ € Z,
let m(¢) = max({n | ¢ € Z,} U{0}) € NU{oo}. Let p: Z — N be
any map with p({) — oo (for example, any injective map from Z to N). Let
n(¢) = min{m(¢),p(¢)} € N. Note that n(¢) — oo (since for any n € N, p(¢) > n
almost always, and ¢ € Z, so that m({) > n almost always). Let ec = e,)¢, and
let e be the image of (e;)¢ in A*. Now, for all n, A, B; are almost always %—Close
on N(ec;nre), so A*, B* are %—close on N(e;n). Since this holds for all n, we have
A*N M = B*N M # &, as required. O
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Suppose now that £ and F are collections of subsets of M. We write UE and
UF for their respective ultrapowers.
We suppose:

S1) E is (coarsely) connected for all E € £.

(

(S2) If F, ¥’ € UF and there is some component, M of M* such that F*NM° =
(FY*NM° # &, then F = F'.

(S3) For all E € UE, and for all components, M?, of M*, there is some F € UF
such that E* N M° = F* N M.

In fact, we only really require (S3) if E* N M° # &.
(In (S1), “coarsely connected” can be taken to mean that N(E;s) is connected
for some fixed s € [0,00) C R.)

Lemma 14.3. If &, F satisfy (S1)-(S3) above, then there is some k > 0 such that
for all E € &, there is some F € F, such that hd(E, F) < k.

Proof. Suppose not. Let € > 0. Given any ¢ € Z, there is some E; € £ such that
for all FF € F, hd(E¢, F) > er¢. Let E = (E;); € UE. Let e; be any element of E;
(so that e € E*). By (S3), there is some F € UF such that E*NM> = F*NMge.
In particular, for all R > 4¢, we have that F,, Fr are almost always E%—clos.e on
N(e¢;2Rre). But hd(E¢, Fr) > erg, so there is some e; € F¢ such that E¢, F¢
are not =-close on N(ez;2Rre). By (S1), we can find q¢, q; € E¢ with p(qc, ¢¢)
bounded such that E¢, F; are St-close on N(g¢;2Rr¢) but not on N(q;; 2Rr).
But by (S3) again, there is almost always some F{ € F such that E¢, F{ are
Se-close on N(q};2Rr¢). Clearly F{ # F¢. It follows that F¢, F} are erc-close on
N(q¢; Rr¢) € N(qe;2Rre) N N(qg; 2Rre). (Almost always, p(qc, q;) < Rr¢.) Let
F' = (F{)¢. We see that F*, (F')* are e-close on N(g; R). Since R > 4e > 0 were
arbitrary, it follows from Lemma 14.2 that there is some component, M°, of M*
such that F* N M? = (F')* N M° # @. By (S2), we have F = F'. But F/ # F
almost always, giving a contradiction. 0

We have the following criterion to verify (S2).

Given A, B C M, we say that B linearly diverges from A if there are constants,
k,t > 0 such that for all » > 0 and all z € B, there is some y € B with p(y, A) > r
and p(z,y) < kr+t. We say that a collection, F, of subsets of M linearly diverges
if given any distinct A, B € F, B linearly diverges from A, with k, ¢ uniform over
F.

Lemma 14.4. If a family, F, of subsets linearly diverges, then it satisfies (S2)
above.

Proof. Suppose that A,B € UF and A* N M° = B* N M° # &, for some com-
ponent, MY of M*. If e € B* N M° then we have e, € B, with e, — e.
Setting € = 1 and R > 3k, we have that A; and B. are almost always r¢-close
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on Ne; Rr¢). If Ac # B¢, then there is some y € B, with p(y, A¢) > 2r¢ and
plec,y) < 2kre+t < 3kre almost always. Thus, y € N(e; Rr¢), so we get the con-
tradiction that p(y, A¢) < r¢. Thus Ac = B almost always, that is, A=B. O

Finally, we apply this to the marking complexes to show that coarse Dehn twist
flats get sent (close) to coarse Dehn twist flats under a quasi-isometric embedding.

Suppose that ¥ and ¥’ are compact surfaces with £ = £(X) = £(X'). Suppose
that ¢ : M(X) — M(X'). This gives rise to a continuous map ¢* : M*(X) —
M*(X') with closed image. In fact, each component, M*(X), of M*(X) gets sent
into the component M. (X'), of M*(¥’). Moreover, distinct components get
sent into distinct components.

Let F(X) be the set of coarse twist flats, T'(7), as 7 ranges over all complete
multicurves, 7. This satisfies (S1). Also, it is linearly divergent, by Lemma 9.9,
and so therefore satisfies (S2) by Lemma 14.4. Note that a Dehn twist flat in a
component, M°, of M*(X), is by definition, a non-empty set of the form F* N MY
for some F € UF(X). The same discussion applies to F(X').

Let &€ = {¢(F) | FF € F(X)}. We claim that &, F(X') satisfies (S3) with
M = M(Y).

Suppose E € UE. Then E = (¢W¢)¢, where W, € F(X). Thus E* = ¢*W*,
where W = (W;),. Suppose that M? is a component of M*(X') with E*NM° # &.
Choose any e € W* with ¢*e¢ € M°. Thus, M° = M. ) (2). We see that
o* (M (X)) = M° N ¢*(M*(X2)). Now W* N M:(X) is a Dehn twist flat in M?, so
by Theorem 13.6, S* N M = ¢(W*) N M°? = ¢(W*) N M (X) is a Dehn twist flat
in M°. In other words, there is some F' € UF(X') with F*NM° = E*N M°. This
verifies property (S3) for £, F(X').

Lemma 14.5. Suppose that ¥ and X' are compact orientable surfaces with {(X) =
E(X) > 2, and that ¢ : M(X) — M(Y') is a quasi-isometric embedding. Then
there is some k > 0 such that if T is a complete multicurve in 3, then there is a
complete multicurve, 7" in X', such that hd(T(7"), ¢T' (7)) < k.

Proof. We apply Lemma 14.3 to the sets £ = {¢(F) | F' € F(X)} and F = F(X').
We have verified that £ and F satisfy (S1)—(S3). O

As we have stated it (to keep the logic of the argument simpler) the bound &
might depend on the particular map ¢. In fact, it can be seen to depend only on
¢ and the parameters of ¢. For this, fix some parameters of quasi-isometry, and
now take £ to the set of all images ¢(F'), both as F' ranges of the set of coarse
Dehn twist flats, F(X), and as ¢ ranges over all quasi-isometric embeddings from
M(X) to M(X') with these parameters. To verify (S3) we take E = (¢.W;), and
apply Theorem 13.6, to the limiting map ¢* of (¢¢)c. The same argument now
gives us a uniform constant, k, independent of any particular ¢. (See the remark
at the end of Section 6.)
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15. RIGIDITY OF THE MARKING GRAPH

In this section, we show that, modulo a few exceptional cases, a quasi-isometric
embedding between mapping class groups is a bounded distance from a left multi-
plication (hence a quasi-isometry). This strengthens the result of [Ha, BehKMM].

Let (X, p) be a geodesic space. Given A, B C X write A ~ B to mean that
hd(A, B) < oco. Clearly, this is an equivalence relation, and we write B(X) for
the set of ~-classes. Let Q(X) C B(X) denote the set of ~-classes of images of
bi-infinite quasigeodesics.

If A,B € B(X), we write A < B to mean that some representative of A is
contained in some representative of B. This “coarse inclusion” defines a partial
order on B(X).

We say that two sets A, B C X have coarse intersection if there is some r > 0
such that for all s > r, N(A;7) N N(B;r) ~ N(A;s) N N(B;s) (cf. [BehKMM]).
Clearly, this depends only on the ~-classes of A and B, and determines an element
of B(X), denoted A A B.

Note that if ¢ : X — Y is a quasi-isometric embedding of X into another
geodesic space, Y, then ¢ induces an injective map from B(X) to B(Y). Note
that this respects inclusion and coarse intersection.

Suppose now that I' is a group acting by isometry on X. We say that I’
acts discretely if for some (or equivalently any) a € X and any r > 0, the set
{g € T'| p(a,ga) < r} is finite. (In other words, a has finite stabiliser and locally
finite orbit.) We will assume the action to be discrete here.

Any subgroup, G < I' determines an element, B(G) of B(X), namely the ~-
class of any G-orbit. If G < H < T, then B(G) < B(H), with equality if and
only if G has finite index in H. In fact, if G, H < T, then B(G) = B(H) if and
only if G, H are commensurable in I' (i.e. G N H has finite index in both G and
H). More generally, for any G, H < T, B(G) and B(H) have coarse intersection,
and B(GN H) = B(G) N B(H). Note that B(G) is the class of bounded sets if
and only if G is finite. Also, the class B(G) contains a bi-infinite quasigeodesic if
and only if G is two-ended (virtually Z) and undistorted in X.

Now, let ¥ be a compact surface. Note that Map(X) acts discretely on M(X). If
7 C ¥ is a multicurve, let G(7) € Map(X) be the group generated by twists about
the elements of 7. Thus, G(7) = ZI"l. Write B(r) = B(G(7)). Note that B()
determines 7 uniquely. If 7,7" are multicurves, then G(r N 7') = G(7) N G(7'),
and so B(t N 71') = B(1) A B(7'). Note that if 7 is a complete multicurve, then
B(7) is the class of the coarse Dehn twist flat, T'(7).

Now if v € G(¥), then we can always find complete multicurves, 7,7 with
rN 7 = {v}. (In fact, we can choose 7,7" with ¢(7,7’) uniformly bounded.) If
7,8 € GY(X), then ~,d are equal or adjacent in G(X) if and only if there is a
complete multicurve, 7 containing both v and §. Thus, B(y), B(9) < B(r).

Suppose now that 3,3 are compact surfaces with () = £(X') > 2. Suppose
that ¢ : M(3X) — M(Y') is a quasi-isometric embedding.
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Suppose that 7 C X is a complete multicurve. Now Lemma 14.5 gives us a
complete multicurve, 7" C ¥’ with hd(7'(7'), ¢T(7)) bounded, and in particular,
finite. Thus, ¢(B(7)) = B(7'). Moreover, this determines 7/ uniquely, and we
denote it by 7. Note that, from the remark following Lemma 14.5, we see that
the bound depends only on the complexity of the surfaces and the parameters of
quasi-isometry.

Suppose that v € G°(X). Choose complete multicurves, 7, 7/, with TN7’ = {v}.
Thus B(7) A B(7') = B(y) € Q(M(X)), and so B(07) A B(A7') € QM(X)). It
follows that 67 N 67’ consists of a single curve, § € G°(¥’). Note that B(d) =
#(B(7)), and we see that § is determined by v. We write it as 0. We have shown
that there is a unique map, 6 : G°(3) — G°(X’) such that B(6vy) = ¢B(y) for
all v € G°(X). Since ¢ : B(M(X)) — B(M(Y)) is injective, it follows that 6 is
injective.

Moreover, if v, § are equal or adjacent in G(X), then 7,4 € 7 for some complete
multicurve 7. So B(7v), B(d) < B(7), so B(#v),B(00) < B(f1), and so 6,606
are equal or adjacent in G(X'). In other words, # gives an injective embedding of
G(X) into G(X).

We now use the following fact from [Shal.

Theorem 15.1. [Sha| Suppose that ¥ and ¥’ are compact surfaces with £(X) =
EX) >4, If0: G(X) — G(X') is an injective embedding, then ¥ = 3" and there
is some g € Map(X) such that 0y = g for all v € G°(X). The same conclusion
holds if ¥, %" are both an Say; if both an Sog; if both an Sos; or if at least one is
an Sy 3, and the other has complexity & = 3.

Applying this to our situation, we see that ¥ = ', and that there is some g €
Map(X) with 6y = g for all g € G°(X). After postcomposing with ¢g~!, we may
as well assume that g is the identity. In particular, it follows that B(7) = ¢(B(7))
for all complete multicurves, 7, in ¥. Now Lemma 14.5 gives us a uniform k such
that hd(T'(7"),¢T (7)) < k for some multicurve 7/ in ¥. But we now know that
7" = 7, and so we deduce that hd(T(7), ¢T(7)) < k for all multicurves, 7.

Now if z € M(X), we can always find 7,7" with 7 N7/ = @, and with «(7,7),
p(x, T(7)) and p(z, T(7")) all uniformly bounded. It follows that ¢z is a bounded
distance from both ¢T'(7) and ¢T'(7") and so p(¢x,T(7)) and p(¢px, T(7')) are also
uniformly bounded. But 7'(7) and T'(7’) coarsely intersect in the class of bounded
sets. Since there are only finitely many possibilities for the pair 7,7’ up to the
action of Map(X) we can take the various constants to be uniform. This shows
that p(x, ¢x) is bounded.

We have shown:

Theorem 15.2. Suppose that ¥ and X' are compact surfaces with {(X) = £(X') >
4, and that ¢ : M(X) — M(Y) is a quasi-isometric embedding. Then ¥ = X'
and there is some g € Map(X) such that for all a € M(X), we have p(¢a, ga) < k,
where k depends only on £(X) = (X)) and the parameters of quasi-isometry of ¢.
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(Note that if 3,3 are compact surfaces and there is a quasi-isometric em-
bedding of M(X) into M(X'), then certainly £(3) < £(X'), since the complexity,
&€ = £(Y), is the maximal dimension of a quasi-isometrically embedded copy of R¢
in M(X). It is not clear when a quasi-isometric embedding exists if {(X) < £(3).)

One can also describe the lower complexity cases. Note that complexity & = 3
corresponds to one of Sy, S13 and Spg. Suppose that £(3) = £(¥') = 3. Then
the result of [Sha], quoted as Theorem 15.1 here, tells us if Sy 3 € {¥,%'}, then
again > = Y’ in which case, the conclusion of the theorem holds. Otherwise, it is
necessary to assume that X = ', and then the conclusion holds. Note that, in
fact, the centre of Map(Sy) is Zs, generated by the hyperelliptic involution. The
quotient Map(Ss)/Zs is isomorphic to Map(Spe). Thus, M(S50) and M(Spe)
are quasi-isometric. Of course, the above allows us to describe the quasi-isometric
embeddings between them up to bounded distance, as compositions of maps of
the above type.

Suppose that £(X) = £(X) = 2. In this case ¥ € {S12,55}. f X =% = Sy;
then the result again holds (using Theorem 15.1). However, if ¥ = ¥’ = S} 5, then
the conclusion of Theorem 15.1 fails without further hypotheses (see [Sha]). Note
however, that the centre of Map(.S; 2) is Z9, and the quotient is isomorphic to the
index-5 subgroup of Map(Sy5) which fixes a boundary curve. Therefore M(S; 2)
is quasi-isometric to M(Sp5), and this fact allows us again to describe all quasi-
isometric embeddings between the marking complexes of surfaces of complexity 2
up to bounded distance. In particular, they are again all quasi-isometries.

The complexity-1 case corresponds to S;; or Sps. In these cases the mark-
ing complexes are quasitrees, and there are uncountably many classes of quasi-
isometries between them up to bounded distance. Finally, the mapping class
groups of Sy 3, So2, So,1 and Sy are all finite.

Note that this gives a complete quasi-isometry classification of the groups
Map(X) — they are all different apart from the classes {S2,0, 506}, {512,505},
{51,1, 51,0, 50,4} and {50,3, 50,2, 50,1, So,o}-
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