MEDIAN ALGEBRAS
BRIAN H. BOWDITCH

ABSTRACT. We give a self-contained account of the basic theory of median al-
gebras. We explore notions of betweenness, convexity, walls, duality etc. In this
context we include discussion of median metric spaces, cube complexes, spaces
with measured walls, coarse median spaces, quasimedian graphs, and related
structures.
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1. INTRODUCTION

A “median algebra” is a set, M, equipped with a symmetric ternary operation,
[(a,b,c) — abc] : M® — M, such that aab = a and (abd)cd = (acd)bd for all
a,b,c,d € M.

This definition is easy to state, but perhaps not particularly illuminating. It is
difficult to use directly in this form. Nevertheless, these axioms (at least in one of
several equivalent forms) have been proposed, or rediscovered, several times since
the 1940s. They give rise to a very rich theory. Examples of such structures arise
naturally in many different contexts, including algebra, geometry and computer
science. They have found wide applications, in subjects as diverse as group theory
and biology. Many of the earlier accounts tend to focus on universal algebra and
lattice theory, and there is now a very extensive literature on the subject from this
perspective. The geometric applications have come to the fore more recently. In
this account, we aim to focus on geometry (though this may not be apparent from
the first few sections). Most of what we do can be viewed as exposition, though
it includes various results and arguments that I have not been able to find in the
literature.

From a geometric viewpoint, the median, abc, of three points a,b,c can be
thought of as a canonically determined point which lies “between” any two dis-
tinct points of the triple {a, b, c}.

A specific example which makes this explicit is a simplicial tree; that is, a con-
nected graph with no embedded cycles. The vertex set, V', of such a tree has a
natural structure of a median algebra. In this case, abc, is the unique vertex which
lies on each of the three arcs of the tree pairwise connecting a,b,c € V. It is readily
verified that this satisfies the axioms given at the beginning.

For a more algebraic example, let X be any set, and let P(X) be its power set.
Given any A, B,C € P(X), let

ABC = (ANB)U(BNC)U(CNA) =(AUB)N(BUC)N (CUA).

Again, the axioms are readily verified.

These examples generalise in various directions. For example, simplicial trees
generalise both to R-trees and to CAT(0) cube complexes, both of which have
played a major role in geometric group theory in recent years. In fact, we will see
that “discrete” median algebras are essentially the same combinatorial structures
as CAT(0) cube complexes, viewed in a slightly different way. Similarly, power
sets generalise to distributive lattices, as well as to ternary boolean algebras. All
of these have natural median algebra structures. These, and many other examples
will be described in due course.

We note that one can give a number of equivalent definitions of a median algebra:
see Theorems 3.2.2, 4.1.1 and 4.3.1.

A key notion is that of an “interval” in a median algebra. This is the set of
points, x, lying between two other points, a and b: that is to say abr = z. It
was shown by Sholander in the 1950s that one can equivalently define a median
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algebra in terms of intervals. An interval has a natural intrinsic structure as a
distributive lattice, which is where we will begin our account. Intervals naturally
give rise to the notion of “convexity”, another central tool in the subject. Indeed
“convex structures” can be studied in their own right, and median algebras are
sometimes viewed in these terms. Convexity in turn gives rise to the notion of a
“wall”: that is a partition of a median algebra into two non-empty convex subsets.
From there, one can develop a theory of duality, analogous to that of Stone duality
for boolean algebras. Another key fact is that a free median algebra on a finite set
is finite. Hence the subalgebra of a median algebra generated by a finite subset is
finite. This is exploited in many arguments.

We will give a general account of these notions the first ten sections. From there
on, we mainly study particular cases, such as topological median algebras, median
metric spaces, and discrete median algebras. In particular, discrete median algebras
have other descriptions in terms of median graphs and CAT(0) cube complexes.
These are major topics in their own right. Another particular class are “rank-
17 median algebras. These can be alternatively formulated in terms of treelike
structures. These overlap with median metric spaces in the theory of R-trees,
another much-used notion. We devote a chapter to looking at these from the
perspective of median algebras.

The final chapters concern structures which are not in general median algebras,
but which are related, or make use of the theory of median algebras. These include
quasimedian graphs, coarse median spaces and injective metric spaces.

Most of the main text is focused on giving a logical development of the subject.
This is generally intended to be self-contained, modulo fairly standard results from
geometry, topology etc. The final chapters represent more of a survey. In order not
to interrupt to flow too much, we have mostly limited the background material and
references to particular facts which are needed for the development. More historical
background, related discussion, and fuller references are given in the Notes to the
different sections at the end (Section 26).

We have made an effort to keep different (sub)sections as logically independent as
possible. For the most part, they should be individually readable with only some
basic definitions and standard facts — any further results needed are explicitly
referenced.

Some common notions used throughout include: betweenness relations and in-
tervals, homomorphisms, adjacency, subalgebras, convex sets, halfspaces, walls,
(hyper)cubes (all defined in Subsection 3.2), direct products (Subsection 3.1), me-
dian identities and the means of verifying them (Subsection 6.2), parallel sets, gates
and convex hulls (Subsections 7.2, 7.3 and 7.4) and rank (Subsection 8.2). Some
key facts are: Lemma 3.2.1 (the median rule) Theorem 3.2.2 (the short distributive
law), Proposition 3.3.3 (the subalgebra generated by a finite set is finite), Theo-
rem 4.1.1 (formulation of median algebras in terms of intervals), Lemma 7.1.1 (the
Helly Property for convex sets), Theorem 8.1.2 (any two disjoint convex sets are
separated by a wall) and Lemma 8.2.1 (formulation of rank in terms of walls).
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1.1. Conventions.

By default, our discussion is conducted in the context of Zermelo-Fraenkel set
theory (ZF), though many of the formal arguments involving the median operation
could be carried out in a much more restricted logical framework.

We will also by default be assuming the Axiom of Choice (ZFC), though for
much of the discussion, this is not needed. We will generally make it clear when
it is required. Where it is not needed, “finite” should be interpreted as being in
bijective correspondence with a proper initial segment of the natural numbers.

We will use #A to denote the cardinality of a set (usually finite).

In the text and formulae, we often use “&” to mean “and”. (The more con-
ventional symbol “A” will be used to denote the meet operation in a lattice.) As
usual, “=” denotes “not”.

We write “A := B” or “B =: A” to mean that A defined by equating it with B.

“LHS” and “RHS” are abbreviations for the “left-hand side” and “right-hand
side” of an expression.

The median of a, b, ¢ is generally denoted by abc. In a few places, where there
might be some ambiguity (for example, with multiplication in a ring) we denote it
instead by p(a,b,c).

We use P(X) to denote the power set of a set X. If X # &, the “proper power
set” is defined to be Py(X) = P(X) \ {&, X}. By default, P(X) will be taken
with its structure as a boolean algebra or median algebra, whereas Py(X) will be
considered with its structure as a “proset” (to be defined in Section 9).

We will use the term “hypercube” to mean a median algebra isomorphic to
P(X) = {0,1}* for some (possibly infinite) set X. A “cube” is (isomorphic to)
the subalgebra of finite subsets of X. Clearly, if X is finite, these notions coincide.
In this case, we will refer to [0, 1]¥ as a “real cube”. Viewed as a polyhedron, its
1-skeleton will be called a “cubical graph”. Note that its 0-skeleton is a finite cube
in the above sense. Cubes (or real cubes) will be referred to as “cells” when they
are the building blocks of a polyhedral or CW-complex.

We will sometimes use the term “non-finite metric”. This is a metric, except
that we are allowing it to take the value co. In particular, it satisfies the triangle
inequalities, with the obvious convention that x + co = oo + oo = oo for all
x € [0,00). Such a non-finite metric induces a topology in the usual way.

2. DISTRIBUTIVE LATTICES

Distributive lattices arise as “intervals” in median algebras. They also provide
a rich source of examples. A great deal has been written about median algebras
from this perspective, so we will only touch on the subject here.

Here we will describe how the median can be defined in a distributive lattice, and
give a brief account free distributive lattices. We give some examples of lattices at
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the end of the section. (A simple one to keep in mind for the moment is that of a
power set, equipped with the operations of union and intersection.)

2.1. Lattices and medians.

First, we recall some standard definitions.

Definition. A semilattice is a set, L, equipped with a binary operation, [(z,y) —
x ANy|, satisfying e Az =2, e Ay =yAzand (t Ay) ANz =xA(yA z) for all
x,y,z € L.

Definition. A lattice is a set, L, equipped with two binary operations, A and V,
such that (L, A) and (L, V) are both semilattices, and which satisfies the absorp-
tion laws, that is

zA(xVy)=xV(xAy) ==z
for all z,y € L.

Here A and V are commonly referred to as the meet and join operations. In
view of the associative rules, we can abbreviate (z Ay) A z to x Ay A z etc.

Given z,y € L, we write x < y to mean that z A y = z. Note that in this case
xVy = (xAy)Vy = y, and so we see that this is equivalent to saying that xVy = y.

Ifrx <yandy <z, then x = 2 Ay = y. Moreover, if x < y < 2z, then
zAhNz=(xANy)Nz=xAN(yNz)=xANy=uzx,and so z < z. In other words, we see
that < is a partial order on L. We write x < y to mean x < y and = # y. We call
this a “strict” partial order.

Definition. A lattice, L, is distributive if we have
(xANy)Vz=(xV2)A(yV2)

and
(xVy)ANz=(xAN2)V(yAz)
for all x,y, z € L.

A lattice is said to be bounded if there exist a,b € L such that for all x € L,
aANx =aand bV x =>b. In this case, a and b are unique, and from the absorption
laws, we see that a Vo =bAx =z for all x € L. We will refer to a, b respectively
as the “minimum” and “maximum” elements. (In this context, they are sometimes
referred to as “bottom” and “top” elements.) Although most of the distributive
lattices we will be considering are bounded, we will not make that assumption in
this section.

Let L be a distributive lattice.

The following is a key observation:

Lemma 2.1.1. For all x,y,z € L we have
(ANyY)VyAz)V(zAz)=(xVy A(yVz)A(zVe).
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Proof.
@AYV (yA2)V(zAz)=(xAy)V(zA(zVy))
=((@Ay) V) Az Ay)V(zVy))
=(@xV2)A@yVz)A(zVy).

We will write
zyz = (x ANy)V (yAz)V(zAzx).
Thus [(z,y,2) — zyz] is a ternary operation on L. It is symmetric in z,y, 2.
Moreover, zxy = x for all z,y € L.
For future reference, we also note:

Lemma 2.1.2. Ifx,y,z,w € L, then
(zyw)zw = (x Ay A z)V ((xVyVz)Aw).
Proof.
(xyw)zw =
(xAy)VyAw)V(wAz)V2)A((zAy)V(yAw)V(wAz))Vw)A(zVw)
=((zAy)ViyAw)V(wAz)V(zAw))A(zVw).

Now:
(xAyY)AN(zVw)=(@AyAz)V(zAyAw),
(yAw)A(zVw)=(yAwAz)V(yAw)=yAw,
(wAzZ)AN(zVw)=(wAzAy)V(zAw) =z Aw,
(zAw)A(zVw)=2zAw.

Taking the join of these four elements and applying the distributive law, we get
(zyw)zw = (x Ay A z)V(c Aw)V (y Aw)V (z Aw)
=(@ANyANz)V((zVyVz)Aw).

In particular, we see that (zyw)zw is symmetric in z,y, z. We write
(xyzlw) == (zyw)zw.
We write z.2.y to mean that z = xzy. We note:
Lemma 2.1.3. zzyerxAy<z<zVy.

Proof. Suppose z.z.y. Thatis (x Ay)V (yA2z)V(zAx) =250 2A(zVy) =z,
that is x A y < z. Similarly (swapping A and V) we have z < z V y.
Conversely, suppose z Ay < z < x Vy. Then,

ryz=(xAyY)V(yAz)V(zAz)=(@Ay)VEA(zVY)=(@Ay) Vz==2
U
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2.2. Sublattices and Sperner families.

Suppose that A C L. We write (A) for the sublattice generated by A. It is
obtained by repeatedly applying meets and joins, starting with elements of A.
Using the distributive laws, it is easily seen that any element, x € (A) can be put
into a “normal form”. Namely, we can write

r=1yVya V- Viyp,

where
Yi = a;n Nagp N+ N\ Qg,,

for a;; € A, where p, g € N. Moreover, we can assume that the y; are all distinct,
and that for any fixed ¢, the a;; are all distinct. Therefore, if #4 < n < oo, then
there are at most 2" possibilities for each y;, hence at most 22" possibilities for .

We deduce:
Lemma 2.2.1. If A C L with #A < n < oo, then #(A) < 2%".

We can elaborate on this a little. Suppose A is finite. Let Z(A) = P(A) \ {&}
be the set of all non-empty subsets of A. Given I € Z(A), let a; = A,.;a. If
J C I(A) is non-empty, set a(J) = \/;c;a;. We can suppose that no element
of J is properly contained in another, since removing it would not change a(J).
Such a family is called a Sperner family. (In other words, it is an antichain
with respect to inclusion.) Every element of (A) is thus of the form a(J) for some
Sperner family, 7.

We can use this idea to construct the free distributive on an abstract finite set X.
We can define this formally as follows. Let D(X) be the set of all Sperner families
on X, thought of as a subset of the double power set, P(P(X)). Given J € D(X),
let JT C P(X) be the set of all J C X such that J D I for some I € J. The map
[T — JT] gives a bijection from D(X) to the set, U(X) C P(P(X)), of all subsets
of P(X) which are closed under 2. (We can recover J from J' as the set of all
C-minimal elements of JT.) Note that U(X) is closed under union and intersection
in P(P(X)), in other words, it is a sublattice. This induces a distributive lattice
structure on D(X) where (71 A %) =7 NJy and (L V R)T =TT U T,

It is perhaps simpler to think of an element of D(X) a formal expression of the
form a(J) for a Sperner family J (of course, modulo permuting the entries of the
expression). One can define the meet and join of such expressions in the obvious
way, putting the result into normal form by formally applying the distributive laws.
It is easy to see that D(X) is indeed the free distributive lattice on X in the usual
sense (i.e. any map of X into any distributive lattice extends uniquely to a lattice
homomorphism).

If we have a map X — {0, 1}, we can substitute the arguments of a(J) accord-
ingly, and evaluate in the lattice {0, 1} to give an element of {0,1}. (Here 0A1 =0
and 0V 1 = 1: see Example (Ex2.2) below.)
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Lemma 2.2.2. Suppose J,J' are Sperner families, and that a(J) and a(J') eval-
uate to equal elements of {0, 1} under any substitution X — {0,1}. Then J = J'.

Proof. Let I € J. Set a =1for alla € I, and a = 0 for all « € X \ I. In this
way, a(J) evaluates to 1. So therefore must a(J’). This means that there is some
I' € J" with I' C I. Conversely, there is some [” € Z with I” C I’. Since J
is a Sperner family, we have I = I’ = I"”. This shows that 7 C J’. Conversely,

J CJ,s0J =J asrequired. O

This gives a means of checking that two formal expressions involving A and V,
with arguments in X, represent the same element of the free distributive lattice:
we check that they always evaluate to the same element of {0,1}. (We will see an
analogous principle for median algebras in Subsection 6.2.)

The following is generally referred to as “Sperner’s Lemma”:

Lemma 2.2.3. The cardinality of a Sperner family on a set with n elements is at
most ( [n/2])-

This would allow us to improve on the above bounds somewhat. We will return
to it in Section 11 (see Proposition 11.9.1).

Free distributive lattices are not essential to most of our discussion, but we will
return to them briefly in Subsection 6.3.

2.3. Examples.

Here are a few examples of distributive lattices.
(Ex2.1): The empty set. Also, any one-point set.

(Ex2.2): The two-point set, {0,1}, is a distributive lattice, where 0 A 1 = 0 and
Ov1l=1.

Here xyz represents “majority vote”, that is 000 = 001 = 0 and 011 = 111 =1
etc.

If we think of x,y, z,w all casting votes and taking as outcome (xyz|w), then
the vote of w can only be overruled by the unanimous vote of z, y and z (as can
be seen from the formula given by Lemma 2.1.2).

(Ex2.3): More generally, if (I, <) is a totally ordered set, then by defining x Ay =
min(z,y) and x Vy = max(x,y), (I, A, V) becomes a distributive lattice. Here, xyz
is the point “in the middle” of {z, vy, z}.

One obvious example is the real line, R, or any subset thereof.

We could also take the long line, and, if we want, adjoin a maximum and a min-
imum to it. We could also take any uncountable ordinal. Note that any successor
ordinal is a bounded distributive lattice. These last serve as cautionary examples.
The total orders of genuine interest to us here can all be embedded in R.
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(Ex2.4): The direct product of any family of distributive lattices is a distributive
lattice, with meet and joins defined independently on each co-ordinate.

(Ex2.5): In particular, if X is any set, then the power, {0,1}%, is a distributive
lattice. We can naturally identify {0, 1}* with the power set, P(X), so that A C X
gets identified with its characteristic function (i.e. taking the value 1 on elements
of A). Under this identification, we have AN B = ANB and AV B= AUB. The
median of three sets, A, B, C, consists of the set, ABC, of elements of X which lie
in at least two of A, B, C'. (This is not to be confused with the median defined by
Example (Ex3.4) of Subsection 3.4.)

(Ex2.6): In the context of median algebras (to be defined in the next section),
{0,1}%, is generally referred to as a “cube”. It naturally embeds in the “real
cube” [0, 1]¥.

Example (Ex2.5) above is a boolean algebra.

A boolean algebra is a bounded distributive lattice, B, equipped with an in-
volution [z +— z*| : B — B, and minimum and maximum elements, 0 and 1 = 0*,
respectively, such that x A x* = 0 and z vV 2* = 1 for all x € B. One can verify
that (x Ay)* =a2*Vy* and (z Vy)* = 2" Ay* for all z,y € B. (These identities
are referred to as the “de Morgan Laws”.) Thus, for example, P(X) is a boolean
algebra, where the involution is defined by taking complements in X. We will
discuss boolean algebras further in Subsections 3.4 and 9.6.

3. BASIC FACTS ABOUT MEDIAN ALGEBRAS

The main aim of this section is to get the subject of median algebras “off the
ground”. Most of the notions we introduce here will be revisited in more detail
later. We define various basic notions: intervals, convexity, gates, etc. Two key
fact shown here are that any median algebra embeds in a cube (Proposition 3.2.13)
and that a subalgebra generated by a finite set is finite (Proposition 3.3.3). The
latter entails a description of free median algebras (Proposition 3.3.1). We give
some examples of median algebras at the end of the section.

3.1. Definitions.

We begin with a formal axiomatic definition, though this is not especially intu-
itive and difficult to apply directly. A more intuitive formulation will appear in
Subsection 4.1. One can also formulate the notion in terms of cube complexes as
we discuss Section 17.

Definition. A median algebra is a set, M, equipped with a symmetric ternary
operation, [(z,vy, z) — zyz], such that for all a,b,c,d € M we have:

(M1): aab = a, and
(M2): (abd)cd = (acd)bd.
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Recall that an operation is symmetric if it is invariant under permutation of
its arguments. In other words, we are assuming that abc = bac = bca.

Writing (abe|d) := (abd)cd, Axiom (M2) tells us that this expression symmetric
in a,b,c. (This is sometimes referred to as the associative law of a median
algebra.)

For the ternary operation defined on a distributive lattice, this property is an
immediate consequence of Lemma 2.1.2. Moreover, (M1) follows directly from the
absorption rules. We therefore see:

Lemma 3.1.1. A distributive lattice is a median algebra, where the median is
defined by setting abc :== (aV b) A (bV c) A (cV a).

This immediately gives us a rich source of examples. (In fact, any median alge-
bra embeds into a distributive lattice — see Proposition 3.2.13 — though it is not
necessarily natural to view it in this way.)

For more examples, note that any direct product of a family of median algebras
is a median algebra with the median defined independently on each coordinate.
(These may be infinite direct products.)

Another class of examples are trees of various sorts (for example, simplicial trees
and R-trees as we discuss later: see Subsection 14.2 and Section 15). Another
important source are CAT(0) cube complexes. Median metric spaces, which we
discuss in Section 13 can be viewed as a generalisation of both. Some further
examples will be discussed in Subsection 3.4.

3.2. Some fundamental constructs.

Let us now proceed with the general theory.

Definition. A subalgebra of a median algebra is a subset N C M, which is closed
under the ternary operation. We will write N < M.

Clearly N is intrinsically a median algebra.

Definition. The subalgebra generated by a subset A C M, is the smallest sub-
algebra containing A. We denote it by (A).

We see that (A) can be constructed by starting with elements of A, and re-
peatedly applying the median operation. In this way, each element of (A) can be
written as a median expression with with arguments in A. We will discuss such
expressions more formally in Section 6. (In some cases one can put a bound on the
complexity of such an expression — see for example Proposition 8.2.4 — though
in general this is not possible.)

A map ¢ : M — N, between two median algebras M, N, is a homomorphism
if it respects the ternary operation: that is ¢(xyz) = ¢(z)p(y)d(z) for all z,y, z €
M. (Note this is equivalent to saying that its graph is a subalgebra of the direct
product M x N.) A homomorphism a monomorphism if it is injective, an
epitmorphism if it surjective, and an isomorphism if it is both.
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Let M be a median algebra.

Suppose we fix some a € M. We define a symmetric “meet” operation, A, on M
by setting z Ay = azy for z,y € M. Now x Az =z (by (M1)), and by (M2), we
have that (z Ay) A z = (zya)za = (xyz|a) is symmetric in z,y, z. It follows that
(M, N) is a semilattice.

Given a,b,c € M, we write a.c.b to mean that abc = c¢. We say that c lies
between a and b. We write

la,b] :={x € M | a.x.b}.
Definition. [a,b] is the (median) interval from a to b.

We will write it as [a, by, if there is any ambiguity regarding M. Note that if
N < M is a subalgebra, then [a,b]x = N N a,bla.

If x € M, then (abz)ab = (aax|b) = (aab)xb = axb = abx. Thus, a.abx.b. This
gives us an equivalent way of defining an interval as

[a,b] = {abx | x € M}.

Given z,y € [a,b], we have already defined x A y := axy. Note that ab(azy) =
(bzyla) = azx(aby) = axy, so x Ay € [a,b]. Thus, ([a,b],A) is a semilattice. We
similarly define a V b := bzy, so that ([a,b],V) is also a semilattice. Moreover,
z A (zVy) =azx(bry) = (aby|r) = (abx)yr = xyxr = x. Similarly, z V (x A y) = .
Therefore ([a,b], A, V) is a lattice. It is also bounded: @ and b are the minimum
and maximum respectively. In fact, writing * < y to mean z Ay = x, we see
that = Vy = bxy = blazy)y = (abx|y) = z(aby)y = xyy = y. It follows that the
statement x < y is equivalent to x V y =y, or to a.x.y, or to x.y.b.

In general, we will use the notation z;.xs.--- .z, to mean that x;.x;.x; holds
whenever ¢ < j < k. From the fact that < is a partial order, we have the general
rule:

a.b.d & b.c.d = a.b.cd.

Indeed we can continue interpolating in this manner. For example, if in addition
we have b.e.c, then a.b.e.c.d. We will use this principle many times in what follows,
often without further comment. We refer to it as the (linear) interpolation rule.

Another important observation is what we will call the median rule, namely:

a.db & b.d.c & cd.a = d = abc.

To see this, set m = abc. Now mda = (abc)da = (abd)ca = dca = d. Thus m.d.a.
Similarly m.d.b. Now d = dbm = (adm)bm = (abm)dm = mdm = m. That is,
d = abc as claimed.

Putting this together with the fact that abc € [a, b] etc., we get:

Lemma 3.2.1. Ifa,b,c € M, then [a,b] N [b,c| N [e,a] = {abc}.

Thus, the median operation is determined by the ternary betweenness relation.
As an immediate consequence with see that a map, ¢, between median algebras
is a homomorphism if and only if it satisfies a.b.c = ¢a.pb.¢c.
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To proceed, we would like to say that [a,b] is a subalgebra and a distributive
lattice (and lots more). This is indeed true, but we would be struggling to make
much further progress applying axioms (M1) and (M2) directly. The following
identity (sometimes referred to as the short distributive law) is much more
practical.

Given any a, b, c,d,e € M consider the identity:

(M3): ab(cde) = (abc)(abd)e.

Note that, given (M1), this immediately implies (M2) (since ab(ade) = (aba)(abd)e =

ae(abd)). In turns out that the converse is also true:
Theorem 3.2.2. Any median algebra satisfies (M3) for all a,b,c,d,e € M.

In fact, this is surprisingly tricky to verify. The proof is not especially enlight-
ening, and fits more naturally into the discussion in Section 4, so we postpone it
until then. In the meantime, we could simply substitute (M3) for Axiom (M2) in
the definition of a median algebra, and proceed on that basis. (In fact, the axioms
of a median algebra are frequently given as (M1) and (M3).) We can now continue
with our discussion of intervals.

Suppose a,b,z € M and z,y € [a,b]. Then ab(zyz) = (abx)(aby)z = xyz, so
zyz € [a,b]. We immediately see:

Lemma 3.2.3. Let a,b € M and ¢,d € [a,b]. Then [c,d] C [a,b].
We also see:
Lemma 3.2.4. [a,b] is a subalgebra of M, and intrinsically a distributive lattice.

Proof. The fact that it is a subalgebra is an immediate consequence of Lemma 3.2.3.
We have already verified that it is a lattice. We need to check the distributive
laws. Now (z Ay)V z = (zya)bz = (bzz)(bzy)a = (z V 2) A (y V z). Similarly
(xVy)Nz=(xAz)V(yAz). O

We also note that we can recover the median in [a,b] from the meet and join
operations.

Lemma 3.2.5. If x,y,z € [a,b], then zyz = (x Ay)V (yA2) V(2 A z).
Proof.
(@Ay) VA2V (zAz)=(@A(yV2)V(zAy) = (ax(byz))(ayz)b
= (a(ayz)b)(z(ayz)b)(byz) = (a(ayb)z)((ayz)bx)(byz)
= (ayz)((ay2)bx)(byz) = (bx(byz)|(ayz)) = (b(byz)(ayz))z(ayz)
— (bbay2)r(ayz) = (by=)(ayz)e = (baz)ys = zy>.
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In particular, we see that a subalgebra of [a, z] is the same as a sublattice (that
is, closed under A and V). Therefore, if A C [a,b], then the median algebra, (A)
generated by A also the sublattice generated by A. Thus, by Lemma 2.2.1, if A is
finite, then so is (A). One of the main remaining aims of this section is to generalise
this to all finite subsets of M: see Proposition 3.3.3 (as well as Subsection 6.3 for
a constructive proof thereof).

Next, we note the following identity (sometimes referred to as the long dis-
tributive law):

Lemma 3.2.6. Ifa,b,z,y,z € M, then (abx)(aby)(abz) = ab(xyz).
Proof. Applying (M3) three times, and using a.abx.b, we get:
(abz)(aby)(abz) = ab((abx)yz) = (ab(abx))(aby)z = (abz)(aby)z = ab(xyz).
Il

This tells us that the gate map, w : M — [a, b], defined by setting w(z) = abz,
is a homomorphism. (This an instance of a more general notion of “gate map”
defined in Subsection 7.3, and a yet more general notion defined in Section 22.)

We proceed with a few more general observations, needed shortly.

Lemma 3.2.7. a.b.c & a.b.d & c.e.d = a.b.e.

Proof. abe = ab(cde) = (abc)(abd)e = bbe = b. O
Lemma 3.2.8.
ai.c1.by & as.co.by & ci.cco & ar.a.c & as.a.c & bi.b.c & be.b.c
= a.c.b.

Proof. Let m = abc. We want to show that m = ¢. We have a.m.c & b.m.c.
Now aj.a.c & a.m.c gives a;.m.c by the linear interpolation rule. Similarly we
have as.m.c, by.m.c and by.m.c. Now a;.m.c & by.m.c & ay.ci.by gives c;.m.c by
Lemma 3.2.7. Similarly co.m.c. Now c¢j.c.co, and so ¢;.m.c.m.co. In particular,
m.c.m SO m = c. O

We next give a brief discussion of convexity. This is a key notion in the subject,
and will be the topic of Section 7. We restrict the present discussion to more
immediate requirements.

Definition. A subset, C' C M is convez if [a,b] C C for all a,b € C

Note that by Lemma 3.2.3, any interval [a, b] is itself convex. Also any intersec-

tion of convex sets is convex, and any increasing union of convex sets is convex.
Given A, B C M, write

J(A,B) =| J{[a,;b] |a€ A, be B}

This is often called the join of A and B (of course not be confused with the join
operation in a lattice).
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Lemma 3.2.9. If A, B C M are convez, so is J(A, B).

Proof. Let ¢1,c0 € J(A, B), and let ¢ € [c1,¢s]. Now ¢; € [a;,b;] for some a; € A
and b; € B. Let a = ajasc € A and b = bibyc € B. By Lemma 3.2.8, ¢ € [a,b] C
J(A, B). O

Definition. A halfspace is a subset, H C M, such that H and M \ H are both

non-empty and convex.

Proposition 3.2.10. Let B C M be convex, and let a € M \ B. Then there is a
halfspace, H C M, with B C H and a ¢ H.

Proof. Consider the set, C, of all convex sets containing B but not a. This is
partially ordered by inclusion. As noted above, any chain in C has an upper bound,
namely its union. Therefore by Zorn’s lemma, C has a maximal element, H. We
claim that H is a halfspace, i.e. M \ H is convex.

Suppose, for contradiction, that ¢;,co € M \ H and ¢ € [¢1,¢3] N H. By Lemma
3.2.9, J(H,{c;}) is convex, and so a € J(H,{c¢;}). In other words, a € [¢;, hi
for some h; € H. Let h = hihsa € H. Now c¢;.a.h; & a.h.h; gives c¢;.a.h. Then
cr.a.h & cs.a.h & cy.c.co gives c.a.h by Lemma 3.2.7. But ¢c;h € H, so a € H,
contradicting H € C. O

In other words, this shows that any convex set is an intersection of halfspaces.
For the moment, we will only need Proposition 3.2.10 when B is a singleton. A
stronger version of Proposition 3.2.10 will be given in Section 8: see Theorem 8.1.2.

(Note that Proposition 3.2.10 requires the Axiom of Choice, and so, a-priori, do
some of the consequences given below. However, this can often be bypassed as we
will mention later in this section.)

Definition. A wall of M is a (by default, unordered) partition of M into two
non-empty convex sets, M = AU B.

Note that A, B are by definition halfspaces.

Definition. We say that a wall {A, B} separates a,b € M if (a € Aand b € B)
or (a€ Bandbe A).

In these terms, an immediate consequence of Proposition 3.2.10 is:
Proposition 3.2.11. Any two distinct points of M are separated by a wall.

Definition. A wall map on M is an epimorphism ¢ : M — {0,1}. We say that
¢ separates a,b € M if ¢(a) # ¢(b).

Thus, if {A, B} is a wall, then the map ¢ : M — {0, 1} defined by ¢(z) = 0 if
x € Aand ¢(z) =1if z € B, is a wall map. Conversely, a wall map gives rise to a
wall. Of course, we could substitute {0, 1} with any two-point median algebra.

There is a particular case where one can give a much more direct proof of Propo-
sition 3.2.11, without recourse to the Axiom of Choice.
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Definition. Two points, a,b € M are adjacent if a # b and [a, b] = {a,b}.

In this case, the gate map w : M — {a, b}, is a wall map separating a and b.
In particular, we give direct proof of the following:

Lemma 3.2.12. Any two distinct points in a finite median algebra are separated
by a wall.

Proof. Let II be a finite median algebra, and let a,b € II be distinct. Choose
¢ € la,b] \ {a} minimal with respect to the partial order < defined above. By
Lemma 3.2.3, [a,c] C [a,b]. Also [a,c] = {a,c}, for if d € [a,c] then cAd < ¢,
and so by minimality, either d = a or d = ¢. In other words a, ¢ are adjacent in II.
Since abc = ¢, the gate map to {a, c} separates a, b. O

Note this argument only requires intervals to be finite, so it also applies to
“discrete” median algebras to be discussed in Section 11.

We note that the above statements can be expressed in terms of embeddings into
hypercubes.

Definition. A hypercube is a median algebra isomorphic to P(X) = {0, 1}* for
some set X. If X is finite, we will usually use the term cube for this notion. It is
an n-cube if it has rank n for n € N.

(A notion of “infinite cube” will be defined in Subsection 11.11.)

Let W(M) be the set of all walls of M, which we can identify with the set of wall
maps. Let W(M) be the hypercube {0, 1}V, Let ¢ : M — ¥(M) be the evaluation
map: that is, «(x)(#) = 6(x). This is a median homomorphism (since all our maps
here are homomorphisms). Moreover, by Proposition 3.2.11, ¢ is injective. Note
also that if M is finite, so is W(M). We deduce:

Proposition 3.2.13. Any median algebra embeds in a hypercube. Any finite me-
dian algebra embeds in a finite cube.

In fact, for the latter statement, we only require that W(M) is finite. As an
immediate corollary we have:

Corollary 3.2.14. A median algebra with finitely many walls is finite.
In fact, the argument shows that #Af < 2#W(M),

Remark. We note that this gives rise to another way of characterising a median
algebra: it is a set equipped with a ternary “median” operation which embeds
via a median monomorphism into P(X) for some set X. The median axioms are
then consequences of the corresponding statements in P(X). Indeed this serves as
a general means of verifying median identities. We return to this observation in
Section 6.

This leads on to a discussion of free median algebras.
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3.3. Free median algebras.

This is the usual notion of “free” with regard to an algebraic structure. A key
fact is that the free median algebra on a finite set is finite. The description we give
in this subsection makes use of Zorn’s Lemma, via Proposition 3.2.10. A different,
constructive proof, avoiding the Axiom of Choice, is given is Subsection 6.3.

Definition. Let I’ be a median algebra, and let A C F. We say that F is free on
A if any map, ¢ : A — M, into any median algebra, M, has a unique extension
to a homomorphism, ¢ : F' — M (that is, with ¢|A = ¢).

Note that F is generated by A. (Note that the inclusion A < (A), postcomposed
with the inclusion (A) < F', gives rise to a homomorphism F' — F which extends
the inclusion A — F. By uniqueness of extensions this must be the identity on

Note also that if F is free on A and F” is free on A, then any bijection from A
to A’ induces a unique isomorphism from F' to F”’. It therefore makes sense to talk
about “the” free median algebra on a set X — assuming that it exists. It is well
defined up to isomorphism, and only depends on the cardinality, #X. We shall
denote it by F(X).

Regarding its existence, we will give an explicit construction of F'(X) as follows.

First, we make some general observations.

Suppose E = E(ay,...,q,) is a formal expression which repeatedly applies a
ternary relation in some formal alphabet which includes the letters a,..., a,.
The entries ay, ..., a, are called the “arguments” of the expression. (For example,
E(ayq, ..., as) might be any expression like (g (aaaizay))(agasas)(aeagas), with
arguments oy, ..., as.) We allow F(«) = « as an expression with a single argument,
a. (We will give a more formal treatment of expressions in Section 6.) Suppose
we have a set X and any map f : X — M into a median algebra M. Given
x1,...,7, € X, we can take the expression E(fxy,..., fr,) and evaluate it in M.
Note that if g : M — N is a homomorphism to another median algebra, N, then
we have E(gfzy,...,9fx,) = gE(fxy,..., fx,), viewed as an identity in N.

Let X be any set. Let P = {0,1}¥ and let ¥ = ¥(X) = {0,1}”. We give ¥
the product median structure as a hypercube. Let ¢+ : X — W be the evaluation
map. That is, given any map f: X — {0, 1}, we set ¢(z)(f) = f(z). Clearly, ¢ is
injective. We write 7y : ¥ — {0, 1} for the projection map to the f-coordinate.
By the definition of the median on W, this is a median homomorphism. Moreover,
if z € X, then 7¢(ex) = (1x)(f) = f(x).

Let F' = F(X) = (1X) < ¥: that is, the median algebra generated by the
image of ¢ in . Now any element a € F' can be written as a median expression
with arguments in ¢X. In other words, we have a = E(wxy,...,tz,), for some
x1,...,T, € X, interpreted as an identity in W. If f: X — {0, 1}, then ms(tx;) =
f(x;) for all 7. Since 7y is a homomorphism, we get 77(a) = 7, E(wxy, ..., 1x,) =
E(mpuzq,. .., wpx,) = E(fry, ..., fr,) (evaluating in {0, 1}).
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Now suppose that ¢ : X — M is any map to any median algebra, M. Given any
a € F and an expression E representing a, as above, we set m = E(¢xy, ..., ¢x,) €
M. In fact, we claim that m is independent of the expression we chose to represent
a in V. For suppose that a = E'(tyy,...,ty,) were another such expression with
Yi,--,Yg € X. Let m' = E'(¢vr,...,0y,). I m # m/ let §: M — {0,1}
be a wall map separating m and m’, as given by Proposition 3.2.11. Let f =
o¢: X — {0,1}. Now 6(m) = 0(E(¢z1,...,0z,)) = E(0¢zy,...,00z,) =
mr(txy, ..., wxy) = my(a). Similarly, 6(m') = ms(a), giving the contradiction that
O(m) = 6(m’). This proves the claim.

We can therefore unambiguously write (%(a) = m. This gives us a map é F—
M.

If x € X, then we can represent cx by the trivial expression F(wx) = 1z, and so
¢z = ¢x. This shows that g£|X = ¢.

If ai,a9,a3 € F, we represent each a; by an expression F; in elements of ¢ .X.
The concatenation, (E;)(Ey)(Es), is then an expression representing the median
aiasas in W. Replacing each the arguments (x by ¢x in this expression and eval-
uating in M, we see that ¢(ajasas) = ¢(ay)d(az)d(as). This shows that ¢ is a
homomorphism.

Note also that the construction of ngS is completely determined if we want it to
be a homomorphism into M extending ¢.

After identifying X with «X C F', we have shown:

Proposition 3.3.1. Given any set X, the median algebra F(X) C ¥(X) con-
structed above is free on X.

This also shows that the free median algebra on any finite set is finite. In fact:
Proposition 3.3.2. If #X < n < oo, then #F(X) < 2%".
Proof. #V(X) < 22", d
As an immediate corollary we get:

Proposition 3.3.3. Let M be a median algebra, and let A C M with #A < n < 0.
Then #(A) < 2%".

Proof. The inclusion A < M extends to a homomorphism F(A) — M. Its image
is (A). d

Another proof of Proposition 3.3.3 will be given in Section 8: see Proposition
8.2.5 and subsequent discussion.

The proofs we have presented of these statements are fairly standard. However
they may make use of the Axiom of Choice (via Proposition 3.2.10) and are non-
constructive. An alternative constructive approach will be described in Subsection
6.3. (See the discussion following Lemma 6.3.3.) In particular, once we have
Proposition 3.2.2, we can reduce Proposition 3.3.1 to the finite case, by restricting
everything to the subalgebra generated by ¢ X in M.
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We will give alternative descriptions of the free median algebra in Sections 5 and
6.

3.4. Examples.

We discuss a few examples of median algebras, in addition to the distributive
lattices mentioned in Subsection 2.3, and free median algebras mentioned above.
These are not essential to the logical development of the next few sections, though
most of these examples will appear again later.

(Ex3.1): Simplicial trees.

These were mentioned briefly in the Introduction. A “simplicial tree”, T, is a
connected graph with no non-trivial embedded circuits. We write V for its vertex
set. Any two vertices, a,b € V, are connected by a unique arc in T, and we
write I(a,b) for the set of vertices in this arc. If a,b,¢ € V' then I(a,b) N I(b,c)N
I(c,a) consists of a single vertex, denoted abe. It is readily checked that the map
[(a, b, c) — abc] is symmetric and satisfies axioms (M1) and (M2) above. Moreover,
I(a,b) is precisely the median interval [a, b].

Simplicial trees have various generalisations, for example to R-trees discussed in
Section 15, and to CAT(0) cube complexes discussed in Section 17.

(Ex3.2): Simplex graphs.

Let G be a graph with vertex set V' = V(G). A clique of G is a complete
subgraph. By a “simplex” we mean the vertex set of a finite clique. Let S =
S(G) € P(V) be the set of all simplices. (In other words, € S if « is finite and
any two elements of « are adjacent in G.) We can view S as an abstract simplicial
complex. (We have included the empty set as the “(—1)-cell”.) One readily checks
that S is a subalgebra of P(V'), hence intrinsically a median algebra. (If o, 8,y € S
and a,b € afv, then up to permuting «, 3,y, we can assume that a,b € «, so a,b
are adjacent in G, so affy € S.)

One can think if this geometrically as follows. For each element, 5 € S, we take
a real (#05)-cube, and glue these cubes together so that if one simplex is contained
in a larger one then the corresponding cube is a face of the larger cube. This gives
us a connected cube complex, with a central vertex (corresponding to the empty
clique) whose link is the realisation of the simplicial complex. The 1-skeleton of
the cube complex is the adjacency graph of the median algebra S. (The element
B € S is identified with the vertex of the (#/)-cube which is antipodal to the
central vertex.) This is an example of a CCAT(0) cube complex: see Section 16.

This example will arise again later as a “star” in a discrete median algebras in
Subsection 11.7. They also feature in relation to the Roller boundary (Subsection
11.12).

(Ex3.3): Linear median algebras.
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We say that a median algebra, L, is linear if it arises from a total order on L,
as described in Example (Ex2.3) of Subsection 2.3. (Recall that a.b.c is equivalent
to the disjunction (a < b < cor ¢ < b < a).) Any subset of L is a subalgebra.
Moreover, is easily seen that a median algebra is linear if and only if every finite
subalgebra is linear. Here is another description.

Suppose L is a median algebra such that abc € {a,b,c} for all a,b,c € M. In
other words, every subset of M is a subalgebra. Then M is either linear or a 2-cube
(that is, isomorphic to {0, 1}?).

To see this, we can suppose that L is finite. Choose a,b € L so as to maximise
#la,b]. Then L = [a,b], and so L is a distributive lattice with minimum « and
maximum b. Suppose that the induced partial order on L not a total order. Choose
¢,d € L such that neither ¢ < d nor d < ¢ holds. Then cAd=a and cVd=05. In
other words, @ := {a,c,b,d} is a 2-cube.

We want to show that L = Q). To see this, suppose e € L\ . We claim that we
cannot have a.e.c: that is e < ¢. For if b.e.d, then d < e < ¢ giving a contradiction.
If b.d.e, then a = acd = ac(bde) = (acb)(acd)e = cae = e giving a contradiction.
Similarly (swapping a with ¢ and b with d) we get a contradiction to d.b.e. This
shows that, as claimed, we cannot have e < ¢. Similarly (swapping the roles of a
and b) we cannot have ¢ < e. Therefore c.a.e holds. Similarly (swapping the roles
of c and d), we get d.a.e. In other words, we have cAe =dAe=a=cAd, and
so cde = a ¢ {c,d, e}, giving a contradiction. This shows that L = @, proving the
claim.

(We remark that this argument could be simplified, or at least made more trans-
parent, by considering the “adjacency graph”, I'({a,b,c,d,e}), as defined in Sub-
section 5.1.)

(Ex3.4): The algebra of non-empty convex subsets of a median algebra.

Let M be a median algebra. Given subsets A, B,C C M, write ABC' = {abc |
a € A, b € B,c € C}. Clearly we have (ABD)CD = (ACD)BD for any sub-
sets A, B,C, D. In other words, Axiom (M2) holds for this ternary operation. If
B # &, then A C AAB. If A is convex, then AAB C A. One can also check that
if A, B,C are convex, then so is ABC' (see Lemma 7.1.2). This therefore defines a
median algebra structure on the set, IC(M), of all non-empty convex subsets of M.
This of course is different from the median on an arbitrary power set, as defined in
(Ex2.5) of Subsection 2.3 (and referred to in (Ex3.2) above). Note that the map
[ — {z}] : M — K(M) is a monomorphism to this median algebra. We will
return to this example in Subsection 7.1. It makes a few further appearances later.

(Ex3.5): Boolean algebras.

Boolean algebras were briefly mentioned at the end of Subsection 2.3. They can
be viewed as median algebras with some additional structure, which we go on to
describe.
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To begin, recall that a boolean algebra is essentially the same structure as a
boolean ring. A ring, B, is boolean if a®> = a for all a € B. This implies that B
is commutative, and that 1 +1 = 0. (To be precise, we will assume that 0 # 1,
though there is no particular reason to rule out B = {0} at this point.) To obtain
a boolean algebra, we can define the meet and join respectively by a A b = ab and
aVb=a+0b+ab, and set a* = 1+ a. Conversely, we can recover the ring structure
asab=aAband a+b= (aANb*)V (bAa*).

In terms of the ring structure one can describe the median as u(a,b,c) = ab +
bc 4+ ca. (We temporarily denote the median as p(a, b, c) to avoid confusion with
multiplication in the ring.) In this case, we also have an involution, [a — a*],
defined by a* = 1 4 a. One easily checks that the median satisfies u(a,b,c)* =
p(a*, b*, c*), and p(a*,a,b) =0 for all a,b,c € B.

We note that one can define a new boolean ring structure on B as follows. Fix
some p € B. Given a,b € B, set a®b=p+a+0b, and a.b = pa + pb+ ab. Then
(B,®,.) is a boolean ring with zero p, and one p*. The median and involution
remain unchanged. Note that the map [a — a + p| gives us a ring isomorphism
from the original structure to the new one.

The property of convexity can be described in terms of the ring structure as
follows. Note that if C' C B is convex, then so is the translate, C' 4+ p, for any
p € B. (We have noted that [a — a + p| preserves the median operation.) So let
us suppose that 0 € C. If z € C' and a € B, then ax = u(0,a,2) € C. If x,y € C,
then x +y + 2y = u(z,y,x +y) € C,sox +y = p(0,2 +y,z +y +xy) € C. This
shows that C'is an ideal of B. Conversely, suppose C'is an ideal. If x,y € C' and
a € B, then u(a,z,y) = ax + bx + xy € C, so C is convex. In other words, the
convex subsets of B are precisely the translates of ideals.

Some further discussion of boolean algebras is given in Subsection 9.6.

(Ex3.6): Ternary boolean algebras.

In this context, we briefly mention the notion of a “ternary boolean algebra” as
defined by Grau. This can be thought of as equivalent to a boolean algebra, but
without specifying a preferred 0 or 1.

Suppose that M is a median algebra, equipped with an involution denoted [a
a*] : M — M, which is an automorphism of the median structure (here denoted
u(.,.,.)). We also suppose that p(a*,a,b) = b for all a,b € M. (In other words
M = [a,a*] for all a € M.) We also suppose that a* # a (otherwise M = {a}). We
refer to such a structure as a ternary boolean algebra.

Now choose any p € M, and redefine 0 = p, 1 = 0*. We write a A b = (0, a, b)
and a Vb = u(l,a,b). Since M = [0,1], Lemma 3.2.4 tells us that (M, A,V)
is a distributive lattice. Moreover, one readily checks that a A1 = aV 0 = a,
aNa*=0and aVa* =1 for all a € M. Therefore, (M, A,V,0,1,x) is a boolean
algebra. From this, one sees from the de Morgan laws of a boolean algebra that

w(a, b, c)* = p(a*, b, c*).
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Conversely, any boolean algebra gives rise such a ternary boolean algebra struc-
ture. In other words, one can axiomatise a boolean algebra in terms of the median
and involution together with a preferred element designated as 0. As we observed
in Example (Ex3.3), we can modify the operations on any boolean algebra, so that
any given element turns into the zero.

We will mention ternary boolean algebras again in Subsection 20.2.

(Ex3.7): Quotients.

Suppose that ~ is an equivalence relation on a median algebra, M, such that
abr ~ aby for all a,b,z,y € M with  ~ y. We can form the quotient, M/~ by
setting [a][b][c] = [abc], where [.] denotes the ~-class. It is easily seen that M/~ is
a median algebra with this structure.

We give a particular example, which will feature in the discussion of Roller
boundaries in Subsection 11.12.

Given a,b € M, write a ~ b to mean that #[a,b] < co. Note that, by Corollary
3.2.14, this is equivalent to saying that only finitely many walls separate a from
b. From this, and Proposition 3.2.11, it is easily checked that ~ has the above
properties.

A more explicit argument is based on the following two observations. First,
#la,b] < (#|a,c])(#[b,c]) for all a,b,c € M. This is because the map [z —
(acx,bex)] @ |a,b] — [a,c] x [b,c] is injective. (For suppose x,y € [a,b] with
act = acy and bex = bcy. Then y = cyy = cy(aby) = by(acy) = by(acz) =
a(byc)(byz) = a(bzc)(bry) = bx(acy) = bx(acx) = cx(abxr) = cxx = x.) Second,
#labc, abd] < #[c,d] for all a,b,c,d € M. This is because the map [z — abz] :
[c, d] — [abc, abd) is surjective. (If y € [abe, abd] then y = (abc)(abd)y = ab(cdy).)

The requisite properties of ~ now follow.

Note that we can proceed to do the same thing with M/~. Taking preimages
in M, this gives rise to another relation on M, which includes ~. Indeed, we can
iterate by transfinite induction: taking the union of relations at each limit ordinal.
The process eventually terminates on a relation, ~, such that every non-trivial
interval in M/~ is infinite — equivalently, M/~ has no adjacent pairs.

(Ex3.8): R™

We equip R™ with the product median structure on each of its factors, where
R is given the usual median of betweenness. Of course, R" is also a vector space.
We write eq, ..., e, for the standard unit basis vectors, and 0 for the zero vector.
It is natural to ask when a (vector) linear map is also a median homomorphism,
or when a vector subspace is also a subalgebra. It is not hard to give a complete
answer.

First, consider a linear map, ¢ : R" — R. Let \; = ¢(e;). Suppose ¢ is also a
median epimorphism. We claim that there is precisely one ¢ for which \; # 0. For
suppose A;, A; # 0 for i # j. Now 0 € [e;, ;] N [e;, —€;], s0 0 € [Ai, Aj] N [Aiy —=A],
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giving a contradiction. This shows that, up to linear automorphism of one of the
factors of R™, ¢ is projection to one of the coordinates.

We can apply this to any linear map R" — R™, treating each of the factors
of R™ independently. If ¢ : R® — R" is a linear automorphism, it follows that
¢ consists of permuting the coordinates, composed with a linear automorphism of
the factors. In other words, it is given by a matrix with precisely one non-zero
entry in each row and each column.

An example of a vector subalgebra of R" is the diagonal, D,, := {(z,z,...,x) |
x € R} CR™ In fact, up to linear median automorphism of R™ (of the type just
described) every vector subalgebra is a direct product of such diagonals.

To see this, let M C R™ be an m-dimensional vector subspace of R™. Up to
permuting the factors of R", M is the graph of a linear map ¢ : R™ — R"™™.
If M is subalgebra, then ¢ is a median homomorphism. The projection to each
factor of R is either identically zero, or else the projection to a coordinate of R™
followed by a linear automorphism of R. It now follows that, up to permutation
of the factors of R”, and linear automorphism of the factors, M has the form
D,, x D,, x---x D, x {0}, where p; > 1.

Note that if M is median convex, then each p; = 1, so M has the form R™ x {0}
up to linear automorphism of R™ (though this fact can be verified more directly).

Some other naturally occurring median algebras arise from spaces with measured
walls (Section 19), as asymptotic cones of various spaces (Subsection 24.3), as
Guirardel cores (Subsection 15.4), and from quasimedian graphs (Section 23).

4. INTERVALS AND BETWEENNESS

In this section we explore further the notion of betweenness and describe an
equivalent formulation of a median algebra in terms of intervals (Theorem 4.1.1).
We give a proof of Theorem 3.2.2, and describe another characterisation of median
algebras due to Isbell (Theorem 4.3.1). Some more general notions of betweenness
will be discussed in Section 22.

4.1. Description of median algebras in terms of intervals.

Let M be a set, and suppose that to each pair of elements, a,b € M, we have
associated a subset I(a,b) C M. Consider the following conditions:

(I1): (Va € M) I(a,a) = {a},

(I2): (Ya,be M) I(a,b) = I(b,a),

(I3): (Ya,b e M)(Vc € I(a,b)) I(a,c) C I(a,b),
(I4): (Va,b,c € M) #(I(a,b)NI(b,c)NI(c,a))=1.
The following is due to Sholander ([Sh]).

Theorem 4.1.1.
(1) If M is a median algebra, then M satisfies (I11)-(14), where I(a,b) = [a,b]. In
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this case, 1(a,b) N I1(b,c) N I(c,a) = {abc}.

(2) Suppose that M is a set with a family of subsets, {I(a,b)}apen satisfying (11)-
(14), then M is a median algebra where the median is the unique point of I(a,b) N
I(b,c) N I(c,a). Moreover, I(a,b) = [a,b].

Here we using the original definition of a median algebra, so in the following
discussion we only use the symmetry of the median and axioms (M1) and (M2).

We set about the proof of Part (1). Most of that work is already done.

Let M be a median algebra, and set I(a,b) = [a, b].

Now (I1) is an immediate consequence of (M1), and (I2) follows from the sym-
metry of the median. Property (I3) asserts that:

a.c.h & a.d.c = a.d.b.

This follows since adb = a(adc)b = (bed|a) = a(abe)d = acd = d. (It is a particular
case of the linear interpolation rule of a median algebra, mentioned in Subsection
3.2.)
Finally, (I4) is an immediate consequence of the median rule (see Lemma 3.2.1).
This proves Part (1) of Theorem 4.1.1.

The converse, Part (2), is more involved.

Let M be set, and let {I(a,b)}apers be a family of intervals satisfying (I1)—(14).
Given a,b,c € M, define abc € M by I(a,b)NI(b,c)NI(c,a) = {abc}. We want to
verify (M1) and (M2).

Given z,y, z € M, write x.y.z to mean that y € I(x, z). Given xq,x9, T3, 4,25 €
M, write x1.29.203.24 OF X1.22.23.24.75 to mean that ;.x;.2; holds for all i < j < k.

First note that by (I1), a.b.a implies a = b. This shows that (M1) holds.

Note that, by (I1) and (I4), we have {a} N I(a,b) = I(a,a) N I(a,b) # @, so
a € I(a,b). Thus, if z € I(a,b), then x € I(a,b) N I(a,z) N I(b,x), so x = abz.
This shows that a.x.b & x = abx.

If v € M and I(a,z)NI(b,x) = {x}, then we must have I(a,z)NI(b,z)NI(a,b) =
{z}, so a.x.b. Conversely, if a.z.b holds then I(a,z) N I(b,z) = {z}.

Now (I3) says that a.c.b & a.x.c = a.x.b. From a.z.c, we have I(z,c) C I(a,c),
so I(z,c)NI(c,b) C I(a,c)NI(c,b) = {c} so x.c.b. This shows that a.c.b & a.x.c =
a.z.c.b.

We can apply this interpolation repeatedly. For example, if c.y.b also holds then
we have a.x.c.y.b. Similarly, a.x.y.b & x.z2.y = a.x.z.y.c.

Now suppose that a,b,¢c € M and e € I(a,b), that is a.e.b. Let m = abc. We
first claim that c.m.e holds.

To see this, set p = cae, ¢ = bae and r = cpq. We have:

cr.p & c.p.a= cr.p.a= cr.a,

cr.q & c.q.b=cr.qb= crb,
a.eb & a.p.e & b.ge= a.p.eqb= a.p.q.b,
a.p.q.b & p.r.q = a.p.r.q.b = a.r.b.
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By (I4), we have
arb & cr.a & cr.b=r = abc.

Therefore r = m, so c.r.p gives c.m.p. Now,
cp.e & cm.p = cm.p.e = c.m.e.

This proves the claim.
Now set n = mae. Given c.m.e, we have I(m,e) C I(c,e); and given a.m.c, we
have I(m,a) C I(c,a), both from (I3). Therefore

ne I(m,e)NI(m,a)NI(a,e) C I(c,e)NI(c,a)NI(a,e) = {ace},

S0 n = ace.

In summary, we have shown that if a,b,c € M, and e € I(a,b), then (abc)ae =
ace.

Now let a,b,c,d € M be arbitrary. Setting e = abd, we see that a(abc)(abd) =
ac(abd). The left-hand side is symmetric in ¢, d, so swapping ¢ and d, we get
ac(abd) = ad(abc). In other words, we have verified (M2).

This proves Theorem 4.1.1.

Remark. We see retrospectively that if xz,y € I(a,b), then I(x,y) C I(a,b). The
argument above could be considerably simplified if we knew this at the outset.
However I can see no very direct way of verifying this.

4.2. The short distributive law.

Our argument of the previous subsection is a variation on one in Sholander’s
paper [Sh]. (He bypasses direct discussion of axiom (M2).) In fact, Sholander
continues in a similar vein to deduce (M3). This still involves some amount of
work. Instead of reproducing that proof (we can do no better) we show how one
can deduce (M3) from (M2), directly applying the axioms. The argument below
is due to Knuth, Veroff and McCune [VeroM] as we discuss in the Notes to this
section.

Before giving the proof proper, we introduce the following condition which we
will say more about in Subsection 4.3.

Consider the following property of four points, a, b, c,d, in M:

(M4): a(abc)(dbe) = abe.
This can easily be derived from (M1) and (M3): a(abc)(dbc) = (aad)bc = abe.

However we want a derivation from (M1) and (M2). Such a derivation is provided
in [VeroM] as follows:

Lemma 4.2.1. (M1) & (M2) = (M4).
Proof.
a(abc)(dbc) = a(ab(abc))(dbe) = (b(abe)(dbe)|a)
= ((dbc)ba)(abc)a = (ade|b)(abe)a = ((abc)bd)(abe)a
= (adb|(abc)) = (ab(abc))d(abe) = (abc)d(abe) = abe.
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So let us move on to the proof of Theorem 3.2.2.
We need to verify the identity

(abc)ry = (azy)(bry)c
for all a,b,c,z,y € M.

To simplify notation, we will use the followng abbreviations. We will write:
A =axy, B =bry, C =cxy, O = abc and H = Oxy = (abc)zy.

We therefore want to show that H = ABec. By the median rule, this is equivalent
to asserting that HAc = HBc = HAB = H. (Recall that the median rule was
verified in Subsection 3.2 directly from (M1) and (M2) — see Lemma 3.2.1.)

We prove this in a series of steps. In what follows, a,b,c,z,y,0 are arbitrary
elements of M.

(ED): (ozy)(azxy)e = (oxy)(axy)((ory)ac).
Proof: Note that

axy = a(azy)(oxy) [by (M4): b — z, c =y, d — ol.
So the LHS is:

(ozy)(a(azy)(ozy))c = (ac(ary)|(oxy)) = (ac(ozry))(azy)(ozy)
which is the RHS.

(E2): (azy)(bry)(cry) = a(bry)(cry).

Proof: We want to show that ABC = aBC.

Now
A = axy = a(azy)(bzy) [by (M4): b - x, ¢ —y, d — b
= (azy)a(bzy)
= (a(azxy)(cxy))a(bry) [by (M4): b — x, ¢ >y, d — ¢
= (aAC)aB.
Therefore,

ABC = ((aAC)aB)BC = ((aAC)Ca)|B)
= (CaB)(aAC)B = B(BCa)(ACa)
= BCa [by (M4): a - B, b—C,c—a,d— A
=aBC.

(E3): ((abc)xy)(azy)c = (abe)xy.

Proof: We want to show that
HAc= H.
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To begin,
HAc = (Ozy)(azy)c = (Ozy)(azy)((Ozy)ac) [by (E1): 0 — O]
= HA(Hac) =: (x).
Now
Hac = H(Hac)(bac) [by (M4): a — H, b — a, d — 0]
= (Hac)HO.
Therefore,
() = HA((Hac)HO) = ((Hac)AO|H) = (AOH)(Hac)H =: (xx).

Now
AOH = OHA = O(Ozy)(azy)
=Ozy [by (M4): a > O,b— z,¢c—y,d— al
= H.
So

(xx) = H(Hac)H = H.
This shows that HAc = H as required. This proves (E3).

We can now complete the verification of the identity.
We have HAc = H, and HBc = H |by (E3): a <> b].
Also

HAB = (Oxy)(azy)(bzy) = a(Ozy)(bzy) [by (E2): ¢ — O]
=aHB=HBa=H |by (E3): a—0b,b—c, c—al
We have shown
HAc=HBc=HAB = H,
so by the median rule,
H = ABec.
This completes the proof of Theorem 3.2.2.

4.3. Isbell’s condition.

Although we will have no further use for it in our discussion, we show that
Property (M4) of Subsection 4.2 provides another “four-point” characterisation of
a median algebra, which is due to Isbell [Is2]. We have already observed that any
median algebra satisfies (M4).

Conversely, suppose that we have a symmetric ternary operation satisfying (M1)
and (M4). Note that ab(abc) = a(abb)(abc) = abe. We can therefore give two
equivalent definitions of an “interval” in the usual way, namely: [a,b] = {abc | ¢ €
M}y = {c € M | abc = c}. Given (M1), we see that (M4) can be equivalently be
expressed as:
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(F): If a,b,c € M and d € [a,b], then abc € [c, d].

(Note that cd(abc) = c(abd)(abc) = abc.)
We claim:

Theorem 4.3.1. Let M be a set equipped with a symmetric ternary operation
[(z,y,2) — zyz]. Then M is a median algebra if and only if it satisfies (M1) and

(M4).

Proof. We have already observed that the “only if” direction holds. We therefore
suppose that M satisfies (M1) and (M4). We proceed to verify the hypotheses
(I1)—(14) of Theorem 4.1.1.

Now (I1) and (I2) are immediate, so we proceed to (I3). Let a,b € M and

€ [a,b]. We claim that [a,c] C [a,b]. To see this, let d € [a, ] and let p = abd.

Since ¢ € [a,b], we have p € [c,d] by (F) above. Therefore, p = pad = (ped)a(acd) =
acd = d, and so d = p € [a, ], proving (I3).

To prove (I4) we first make the following two observations.

(1): Let a,b,c € M and m = abe. Then [a,m] N [b,c] = {m}.
Certainly, m € [a, m] N [b,c¢]. Suppose p € [a,m| N [b,c|, that is p = pam = pbe.
Then p = pam = (pbc)a(abc) = abc = m as required.

(2): If a,b,c,t € M with [a,t] N [b,c] = {t}, then t = abc.
Since t € [b, ¢] we have abc € [a,t] by (F). Therefore abe € [a,t] N [b, c] = {t}, so
abc = t.

To verify (I4), let x,y,z € M, and let m = zyz € [z,y] N [y, 2] N [z, z]. Suppose
p € [z,y] Ny, 2] N [z,z]. Since p € [z, z] we have [z,p| C [z, z] by (I3). Applying
(1) above, we have [y, m] N[z, p] C [y, m]N [z, z] = {m}. Moreover, since p € [y, 2],
we have m = xyz € [z,p] by (F). Therefore, [y, m|N [z, p] = {m}, and so by (2) we
get m = yxp = p. We have shown that [x,y] N[y, z] N[z, 2] = {zyz}.

This verifies (I4), and so by Theorem 4.1.1 (2), M is a median algebra where the
median of x,y, z is zyz. O

From here, we could proceed to verify (M2) and (M3) as before (though the
argument can be shortened a little since we already have a few of the necessary
ingredients). Of course, this is all rather involved. Again it would be nice to have
a short direct derivation of these identities.

5. FREE MEDIAN ALGEBRAS

In this section, we will give a more concrete description of the free median algebra
on a finite set. This will be in terms of “flows” on the proper power set. It is given
here as Theorem 5.2.3, though we will postpone the proof of that result until
Subsection 9.2. We give an explicit account of the free median algebra on a set
with at most five elements. An understanding of the free median algebra on four
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elements will be helpful in later discussions (see, for example, Subsection 13.2).
First, we introduce some general notions that will find further uses later.

5.1. Some general notions.

Let M be a median algebra. Recall that a,b € M are adjacent if [a,b] = {a, b}.
Let I' = I'(M) be the graph with vertex set V(I') = M, and with two elements
connected by an edge if they are adjacent. We refer to I'(M) as the adjacency
graph associated to M.

Lemma 5.1.1. Ifa,b € M and [a,b] is finite, then a,b are connected by a path in
['(M).

Proof. In fact, we see that any maximal chain, a = z¢p < 1 < -+ < x,, = b gives
us a path in I'(M). O

In particular, it follows that if M is finite, then I'(M) is connected. In fact, one
can see in this case that a.c.b holds if and only if ¢ lies in some shortest path from
a to bin I'(M). (One can check that such shortest paths are precisely the maximal
chains in [a,b]: see Subsection 11.2.) From this one can read off the median in
M from the graph I'(M). We remark that all we really need in the above is that
intervals in M are finite. We will explore this in more detail in Sections 11 and 16.

Let M be any median algebra. Given elements, ay,...,a,,p € M, write

(aras...aplp) =ar Nag A---Na, € M,

where A is the meet operation, as defined in Subsection 3.2 by setting a A b = abp.
Note that (abc|p) = (abp)cp, so this is consistent with the notation defined in
Subsection 2.1. It is natural to set (a|p) = a for all a € M.

The element (aj...a,|p) does not change under permuting or repeating the
elements a;. Given any non-empty finite subset A C M, we can therefore write
(Alp) = (ay . .. ay|p), where A ={ay,...,a,}.

In the case where M = {0, 1}, this again has an interpretation in terms of voting.
If the jurors AU{p} each cast a vote, 0 or 1, with the outcome deemed to be (A|p),
then the vote of p can only be overruled by the unanimous vote of A.

If we write m = (Al|p), then clearly we have p.m.a for all @ € A. In fact, p.m.x
holds for all x € (A). This follows by iterating the median operation and noting
that pm(zyz) = (pma)(pmy)(pmz) for all z,y,z € M. (This has a geometrical
interpretation in terms of convex hulls, as we will see in Subsection 7.4.)

5.2. Flows and superextensions.

Now let X be any set, and let F'(X) be the free median algebra on X. Given
any p € X, write m(p) = ((A\ {p})Ip).

Lemma 5.2.1. For each p € X, m(p) is the unique point of F(X) adjacent to p.

Proof. Since F(X) = (X), we saw above that p.m(p).z holds for all x € F(X). It
remains to check that p # m(p). To this end, define a map ¢ : X — {0,1} by
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d(p) = 1 and ¢|(X \ {p}) = 0. This extends to a homomorphism ¢ : F(X) —s
{0,1}. Now ¢(m(p)) = (0...0[1) = 0 in {0,1}, and so m(p) # p. O

Let U = ¥(X) = P(Py(X)), where P denotes power set, and Py denotes the
proper power set (removing the empty set and the whole set). This is essentially
the same as the definition we gave in Subsection 3.3 after identifying a set with
its characteristic function. (In Subsection 3.3, we used P(X) instead of Py(X),
but this makes no essential difference, as we note below.) In these terms, the
evaluation map ¢ : X — W is given by setting ¢(z) = {A C X | x € A}. This is
the principal ultrafilter at x.

Given three families, A, B,C € ¥, recall that the median, ABC, is defined by
saying that a set A € Py(X) lies in ABC if and only A lies in at least two of the
families, A, B, C.

Definition. We say that A € VU is a flow if it satisfies the following three condi-
tions:

(P1):if Ac A, Be€Py(X) and A C B then B € A,

(P2): if A,B € A, then AN B # &, and

(P3): for all A € Py(X), then either A € Aor A* € A.

Here A* := X \ A. Note that by (P2) exactly one of A and A* lies in A. (Indeed,
given (P1), we could remove (P2) and replace (P3) with this stronger statement.)
The terminology of “flow” will be explained in Subsection 9.1, where such things
will be defined more generally.

Remark. We could, instead, have taken ¥ = P(P(X)), with the same definition
of “flow”. This gives rise to an essentially equivalent notion. We would just have
to add (or remove) the whole set, X, to A. (This is the definition of ¥ we gave
in Section 3.3.) We have disallowed it here, because it fits better with our account
of more general flows in Section 9. In any case, we can identify P(Py(X)) as a

subalgebra P(P(X)), under the map [A— AU {X}].

Definition. The superextension of X is the set of all flows. We denote it
O(X) CU(X).

It is easy to check that ®(X) is a subalgebra of W(X). Moreover +(X) C ®(X).

Remark. Again, it is common elsewhere to include X itself in the superextension,
but this makes no essential difference to the discussion. In this way, ®(X) can also
be viewed as subalgebra of P(P(X)), as in the previous remark.

In Subsection 3.3, we constructed F(X) as F'(X) = («(X)) C ¥(X). From the
above we see:

Lemma 5.2.2. For any set X, F(X) C &(X).

In fact:
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Theorem 5.2.3. If X is finite, then F(X) = ®(X).

In other words for finite sets, free median algebras are the same as superexten-
sions. Theorem 5.2.3 will follow from Lemma 9.2.3 and we postpone the proof
until then. Another more explicit construction is given in Section 20.2, and a more
general statement is given as Proposition 9.4.2.

The remainder of this section will mostly refer to ®(X).

Given A € ¢(X), write M(A) for the set of minimal elements of A (that is,
with respect to inclusion). Note that we can reconstruct A as the set of all subsets
containing some element of M(A). In practice, it is often easiest to describe a
particular element of ®(X) by specifying M(A).

Note that M(A) is a Sperner family, as defined in Subsection 2.2. Moreover,
A = (M(A))!, as defined there. We see that the map [A + M(A)] gives us a
median monomorphism of ®(X) into the free distributive lattice, D(X). (The fact
that it is a homomorphism follows directly from the definitions of the median in
®(X) and in a distributive lattice, and from the lattice structure defined on D(X).)

Another way to think of this embedding would be to write any given element
of F(X) as a median expression with arguments in X, then formally replace it
by an expression involving A and V by repeatedly applying the formula zyz =
(x Ay) V (y A z)V (2 Az), and finally put the resulting expression into normal
form. It is easily seen that this agrees with the above. (Another way to see that
this operation is well defined, would be to note that any two median expressions
representing the same element of ®(X) would always evaluate to the same value in
{0,1}, and so the same applies to the two lattice expressions thus obtained.) This
principle can be used to give explicit derivations of median identities, as discussed
in Subsection 6.3.

5.3. The structure of a superextension.

Note that the halfspaces of ®(X) correspond to proper subsets of X, and walls
correspond to bipartitions (that is, partitions into two non-empty subsets).

Theorem 5.2.3 is equivalent to asserting that ®(X) is generated by ¢(X): that
is the set of principal ultrafilters on X. The discussion in Subsection 5.4 will give
explicit verifications of this when when #X < 5. We will postpone the general
proof for the moment. In fact, we will eventually see three different proofs. One, in
terms of a duality principle, is discussed in Section 9 (see Lemmas 9.2.2 and 9.2.3).
It is also an immediate consequence of a more general result about “spaces with
walls”, namely Proposition 9.4.2. A third, more explicit proof, in terms of boolean
functions is given in Subsection 20.1: see Proposition 20.1.2.

Given A € ¢(X), write M(A) for the set of minimal elements of A (that is,
with respect to inclusion). Note that we can reconstruct A as the set of all subsets
containing some element of M(A). In practice, it is often easiest to describe a
particular element of ®(X) by specifying M(A).
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To simplify notation, it will be convenient to identify X with (X C &(X).
In these terms, if a € X, then M(a) = {{a}}. Given any a,b,c € X, then
M(abe) = {{a,b},{b,c},{c,a}}. More generally, if a;,...,a,,p € X, are distinct,
then

M({ay,,...,a,}|p)) = {{p, a1 },{p, a2}, ..., {p,an}, {a1,az2,...,a,}}.

(Note that this has an interpretation in terms of voting which we mentioned in
Subsection 5.1.)

We can describe intervals and adjacency in ®(X) as follows.

Let A,B,C € ®(X). By Lemma 2.1.3, A.B.C holds if and only if ANB C C C
AUB. But A, B, C are all x-transversals and so ANB C C & C C AUB. Therefore:

Lemma 5.3.1. If A, B € ®(X), then
AB={Ce®(X)|ANBCC}={CecP(X)|CCAUB}

Let A € ®(X), and let A € M(A). Let B = (A\ {4}) U {A*}. Tt is easily
seen that B € ®(X), and that A* € M(B). We say that B is obtained from A by
flipping A. Conversely, A is obtained from B by flipping A*. We refer to such an
operation as a flip. Note that A, B differ by a flip if and only if #(AA B) =2. In
fact:

Lemma 5.3.2. A, B € ®(X) are adjacent if and only if they differ by a flip.

Proof. Suppose that B is obtained by flipping A € M(A). Then ANB = A\{A} =
B\ {A*}. If C € [A, B], then by Lemma 5.3.1, we have AN B C C, and so either
A C C or B CC. Since these are all x-transversals, this implies either A = C or
B =C. Thus A, B are adjacent.

Conversely, suppose that A, B are adjacent. Let A be a minimal element of
A\ B. Now A is also minimal in A. (For if B € A were strictly contained in A,
then B € B, so we get the contradiction that A € .) Let C be obtained by flipping
Ain A. Then ANB CC,soC € [A,B]. Since C # A, we get C = B. O

In particular, we see that there is a natural bijection between M (.A) and the set
elements of ®(X) adjacent to A.

This will allow us to construct the adjacency graph, I'(®(X)), for small X. (Note
that the above implies that the combinatorial distance between A and B in I'(®(X))
is at most 1#(AA B). In fact, these are equal, as we discuss in Subsection 11.9.)
The structure of ®(X) is a little different depending on whether #X is odd or
even.

Suppose #X = 2N — 1, where N is a positive integer. In this case, ®(X) has a
central element, namely the set of all subsets of X of size at least N. In terms
of “voting” this can be thought of as “majority vote”: that is when we have 2N — 1
jurors all casting votes 0 or 1, and the outcome is determined by a simple majority.
It is also not hard to see that the central element is the unique element of ®(X)
invariant under all permutations of X.
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Suppose #X = 2N, where N is a positive integer. In this case, we have a central
cube of ®(X) described as follows. First, let ) be the set of subsets of X of size
at least N + 1. Let W, be the set of equal bipartitions of X: that is partitions
into two subsets of size N. Note that #W, = v := (%) = (X' ). We can view
each element of W as a 2-element median algebra, and equip @ := [[ W, with the
product median structure. As such, () is a v-cube. We can view each element of
@ as choosing some element from each equal bipartition so as to give us a family,
C, of subsets of X each of size N. We define a map ¢ : Q — ®(X) by setting
¢(C) = CUY. This is clearly a median monomorphism, and its image, ¢(C), is a
v-cube in ®(X). In fact, ¢(Q) is convex in ®(X). (For example, take any C € @,
and let D € @ be the antipodal vertex: that is, from each bipartition we make the
opposite choice of element. From Lemma 5.3.1, it is easily seen that ¢(Q) = [C, D],
and so is convex.) We refer to ¢(Q) as the central cube of ¢(X).

Remark. While we are on the subject, we note that the operation of “majority
vote” can be applied in any median algebra, M. One way to describe this is as
follows.

Let n = 2m + 1 for m € N, and let x = {zy,...,2,} € M. Let & =
O({1,...,n}), and let ¢ : & — M be the homomorphism extending the map
[i — x;]. Let p(z) be the image of the central element of ® under ¢. Thus,
i M™ — M is a symmetric n-ary operation on M. We refer to it as the stan-
dard majority vote. Note that one can define u(x) explicitly by applying any
formula for majority vote. Thus, for n = 1,3,5 respectively, we have u(a) = a,
p(a, b, c) = abe, and p(a, b, c,d,e) = a(bed)((bee)de) (as discussed in the next sub-
section).

Another way to describe u(z) is as follows. Let H be the set of halfspaces of
M, and let H(z) = {H € H | #{i | z; € H} > m + 1}; in other words, the set
of halfspaces which contain a majority of the points ;. Then (H(z) = {u(z)}.
(The equivalence with the previous description can be seen from the fact that it is
invariant under all permutations of the x;, or directly in terms of the description
of the central element as majority vote.)

This has a simple interpretation for a simplicial tree, T. If z4,...,z, € V(T),
then u(z) is the unique vertex such that any branch of 7" at u(x) contains fewer
than half of the z;. Similarly, if M is a total ordered set, then pu(z) is the “median”
value of z in the commonly used sense of the word.

The notion of majority vote will appear at several places in our discussion, and
is described in some detail in Subsection 20.3.

5.4. Description of the first few cases.

We now give an explicit description of ®(X) when #X < 5. It is natural to
think of I'(®(X)) as the 1-skeleton of a cube complex, A. (One can imagine the
cubes as euclidean cubes of unit side-length, meeting along common faces.) Note
that the link of any vertex is a simplicial complex: the simplices corresponding to
the cubes which contain that vertex. It turns out that in our case, such a simplicial
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complex will always be a “flag complex”: any clique (that is complete subgraph)
of its 1-skeleton lies in a simplex. We will discuss such matters in greater detail
and generality in Sections 11 and 17. The situation starts out very simply, but the
complexity grows very rapidly.

If #X <2, then ®(X) = X (after identifying X and ¢ X).

If X ={a,b,c} then we have ®(X) = {a,b,c,abc}, and we see that ['(P(X)) is
a tripod with feet a, b, c and with central vertex abc.

Now let X = {a,b,c,d}. Suppose A € ®&(X). If A contains a singleton, say
{a}, then then A is just a (or more precisely ta). If A has no singleton, then it
must contain a 2-element set. A convenient way to describe it is as follows. Let
G = G(A) be the graph with vertex set X and with z,y € X connected by an edge
if {z,y} € A (so {z,y} € M(A)). Now any two edges of G meet. Moreover, any
pair of vertices are either connected by an edge or else the complementary pair of
vertices are. From this we see easily that either G is a triangle, with vertices, a, b, c,
say, together with an isolated vertex, d; or else it is a tripod, with feet a, b, ¢, say,
connected to a central vertex d. In the former case, A = abe, and in the latter case,
A = (abc|d) (after identifying a with ta). Writing m(d) = (abc|d) as above, and
h(d) = abe, we see that ®(X) has precisely 12 elements, namely, a, b, ¢, d, m(a),
m(b), m(c), m(d), v(a), v(b), v(c) and v(d). We also see that ®(X) = (a,b,c,d),
so that FI(X) = ®(X) verifying Theorem 5.2.3 in this case.

To complete the description of ®(X), we note that the 8 elements, m(a), m(b),
m(c), m(d), v(a), v(b), v(c), v(d), form the central 3-cube of ®(X). This is be-
cause the minimal set of each of these elements is obtained by selecting one element
from each of the three equal bipartitions of X. Moreover, m(a) is adjacent each
of v(b),v(c),v(d), etc. Now m(a) is obtained by flipping {a} in a € ®(X), so we
see by Lemma 5.3.2 that a is adjacent to m(a). In summary, we see that I'(®(X))
is the 1-skeleton of a cube complex consisting of one central 3-cube together with
free edges attached at alternating vertices of this cube.

Now suppose X = {a,b,c,d,e}. Let A € ®(X). Again, if A is contains a
singleton then it lies in X. So suppose not. We again construct a graph, G = G(A),
with vertex set X and x,y adjacent if {z,y} € A. In other words, the edge set
consists of the 2-element sets in M(.A). The remaining elements of M(.A) are the
3-element subsets of X which neither contain nor are disjoint from any edge of
G(A). In this way, G(A) determines M(A) and hence also A. As in the previous
case, any two edges of G(A) must be adjacent in G(A).

If G has no edges, then A is the central vertex of ®(X): it consists of all subsets
of X with at least 3 elements. One can give various expressions for A. For example,
it is given by a(bed)((bce)de) or by (ab(cde))(cd(abe))e. This example (“majority
vote”) will be discussed further in Subsections 6.2 and 20.1.
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If G has at least one edge, then it is easily seen that it is either a triangle, or
else consists of a vertex with one, two, three, or four edges attached (together with
the remaining isolated vertices). In other words up to permuting X, the edge-set
is one of: {{a,b},{b,c}, {c,a}}, {{a,e}}, {{a,e},{b,e}}, {{a,e}, {b,e},{c,e}} or
{{a,e},{b,e},{c,e},{d,e}}. One can verify that these correspond respectively to
the elements, abe, ae(bed), (abe)(ace)(bde), (abcle) and (abed|e). We see explicitly
that ®(X) is generated by a, b, ¢, d, e, again verifying Theorem 5.2.3 in this case.

Summing the numbers of each type of element, we see that in total there are
5+1+(3)+(3)+5(4)+54+5 =81 In other words, for #X = 5, we have
#d(X) = 81.

To describe the structure of I'(® (X)) we can think of I'(®(X)) as the 1-skeleton
of a cube complex A. This consists of five 4-cubes and ten 3-cubes, all meeting at
the central vertex, together with a free edge attached to the antipodal vertex of
each 4-cube. Here is an explicit account of how these fit together.

First recall that the Petersen graph, P, is a graph with 10 vertices and 15 edges.
(It can be described by taking 1-skeleton of the dodecahedron and quotienting by
the antipodal map.) We are really interested in the complement graph, P* — this
has the same vertex set but complementary edge set. Note that P* has 5 maximal
cliques on 4 vertices, and 10 maximal cliques on 3 vertices. We can construct a
simplicial (flag) complex, 3, with 1-skeleton P* by gluing in 3- and 2-simplices to
these maximal cliques. Now to construct A, we take our 5 4-cubes and 10 3-cubes,
and glue them together so that they all meet at a common vertex, and with ¥ as
the link of that vertex (cf. Example (Ex3.2) of Subsection 3.4). Finally we attach
a free edge to the vertex of each 4-cube antipodal the central vertex.

We relate this back to ®(X) as follows. Recall that the Petersen graph, P, can
also be described as the graph whose vertex set is the set of 2-element subsets of X,
and with adjacency given by disjointness. (This is the so-called “Kneser graph”,
KGsy.) Thus, in P*, two such subsets are adjacent if they intersect. The central
element, A, of ®(X) corresponds to the central vertex of A. By Lemma 5.3.2, any
adjacent element of ®(X) is obtained by flipping some 3-element subset, A € A.
Writing A* = {a,b} C X, we see that gives us the element of ®(X) with edge
set {{a,b}} in I'(A). In this way, we get a bijective correspondence between the
vertices of P* and the elements of ®(X) adjacent to the central element. Now an
edge of P* has incident vertices of the form {a, b} and {a, ¢}, where a,b,c € X are
distinct. We have a third element of ®(X) given by the edge set {{a, b}, {a,c}} in
the above description. Together with the central element, these form a 2-cube in
®(X). In other words, the edges of P* correspond to the 2-cubes of ®(X) which
contain the central element. We can now fill in the 4-cubes, which have antipo-
dal vertices of the form {{a,b}, {a,c},{a,d},{a,e}}, and the 3-cubes which have
antipodal vertices of the form {{a,b},{b,c},{c,a}}. Note that the 4-cubes also
contain the elements of the form {{a,b},{a,c},{a,d}}. Finally, we attach each
element a = {{a}} to {{a,b},{a,c},{a,d},{a,e}} by a free edge. This gives us
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our cube complex A, with 1-skeleton, I'(®(X)).

Beyond this point, ®(X) becomes too complicated to give a simple explicit de-
scription: when #X = 6, ®(X) has a central 10-cube and a total of 2646 elements.
Nevertheless, one can make a number of further general observations. We say a
bit more about this in Subsection 11.9, when we have some more facts about cube
complexes at our disposal.

6. EXPRESSIONS AND IDENTITIES

In this section, we give a more formal treatment of median expressions. We go
on to describe a simple procedure for verifying identities, which is usually much
simpler than messing with the axioms directly. At the end of the section, we explain
how such identities can be systematically proven directly from the axioms, though
the procedure for carrying it out is somewhat involved.

6.1. Formal definitions.

Let X be any set, which we think of the alphabet. A (symmetric ternary)
expression, F, in X consists of the following data. We have a finite tree, T' = T,
with a preferred root vertex, r = rp € V(T'), a set of leaves L = Ly C V(T),
and a map A = A\g : L — X, such that r has valence 3, each element of L has
valence 1, and every other vertex has valence 4. In addition, we allow for a trivial
expression where Ly = V(Tg) = {rg}. We think of the map A as “labelling” the
leaves of the tree. We view an expression as being defined up to isomorphism of
the tree respecting the root and labelling.

Any vertex v € V(T) determines a branch, S, of T — that is the subtree
consisting of those points (including v) separated from the root by v. This gives us
an expression, F', defined by setting Tr = S, rp = v, Lr = LgNS and A\p = Ag|LF.
We refer to S as a subexpression of E.

Given three expressions, A, B, C', we can form an expression, D, by taking the
disjoint union 74 LUTg UTe and connecting 74, 75, rc, to a new vertex, rp, by three
new edges. This gives us a tree, T, with root rp, and with Lp = L, U Lg Ul L.
We write D = ABC'. Note that any non-trivial expression can we written in this
way.

Identifying an element a € X, with the trivial expression labelled a, we see that
we can represent any expression as string in the alphabet X together with paren-
theses “(” and “)”. Note that we are allowing permutations. Thus for example,
((abc)ad)(bee) and (ceb)(da(bac)) are the same expression, and (acb)da is a subex-
pression thereof. (Putting a preferred linear order on the entries of an expression
would be unnatural from our point of view.)

Let &€ = £(X) be the set of all expressions in X. Let ~ be the smallest equiva-
lence relation satisfying:

(1): it A, B € &, then AAB ~ A,



MEDIAN ALGEBRAS 39

(2): if A,B,C,D € & then (ABD)CD ~ (ACD)BD, and
(3):if A,B,C,D € £ and C' ~ D, then ABC ~ ABD.

Let © = O(X) = £/~. We write [A] for the ~-class of A. By (3), we have a well
defined ternary operation on © defined by [ABC| = [A][B][C]. By (1) and (2), this
satisfies axioms (M1) and (M2), and so © is a median algebra. Define ¢ : X — ©
by t(a) = [al.

Let ¢ : X — M be any map into a median algebra, M. Given an expression
E € &, we define ¢(F) recursively by the rule ¢(ABC) = ¢(A)p(B)o(C), and
taking it to be given by the original map on trivial expressions. Thus ¢(FE) is
the evaluation of E in M. Directly from the axioms, (M1) and (M2) in M, we
see that of £ ~ F| then ¢(F) = ¢(F). We therefore get a map b0 — M,
defined by setting ¢([E]) = ¢(E). By construction, ¢ is a median homomorphism
satisfying QAS(La) = ¢(a) for all « € X. Note that ¢ is injective. (To see this, take
M = {0,1}. If a,b € M are distinct, let ¢ be any map with ¢(a) # ¢(b), then
d(e(a)) # ¢(u(D)).) After identifying X with :X C O, we have shown the following:

Proposition 6.1.1. Let X be any set, and let © O X be the set of ~-classes of
median expressions in X, with the median operation as defined above. Then © is
the free median algebra on X.

We note that one can equivalently define the relation ~ by saying that two
expressions are equivalent if we can get between them by a finite sequence of
operations which modify some branch of the tree by performing operations of type
(1) or (2) above (i.e. interchanging AAB with A, or interchanging (ABD)CD with
(ACD)BD in some subexpression). This can be thought of as a finite sequence of
applications of axioms (M1) and (M2).

6.2. Verification of identities.

A tautological identity between two median expressions is one that holds how-
ever it is evaluated in any median algebra. By Proposition 6.1.1, this is the same
as saying that the expressions are equivalent under the relation, ~. For example,
we have seen that the identity ab(zyz) = (abx)(aby)(abz) is tautological. From
the above, we see that any tautological identity can be explicitly verified by a re-
peated application of the axioms (M1) and (M2). We refer to such a sequence as
a “derivation” of the identity.

However, there is a simpler way of checking identities in practice. We have
seen that any two distinct points in any median algebra, M, are separated by a
wall (Proposition 3.2.12). Equivalently, M can be embedded into a hypercube
(Proposition 3.2.13). (Of course, we had to verify quite a few identities directly
in order to get to that point, but that work is now done.) To check that an
identity is tautological, it is therefore sufficient to verify that it holds in {0, 1} for



40 BRIAN H. BOWDITCH

all possible assignments of the arguments. One can often argue more efficiently in
the contrapositive.

To illustrate this, we will write ] and x7 to mean that x takes the value 0 and
1 respectively. So for example, if abct holds, then up to permuting a, b, c we can
assume that a1 and b7 hold.

As an example, we stated in Subsection 5.4 that a(bcd)((bce)de) represents the
majority vote of five jurors. One consequence is that it is symmetric under per-
muting a, b, ¢, d, e. In particular (transposing a and e), the identity

a(bed)((bee)de) = e(bed)((bea)da)

is tautological.

Suppose we had not noticed that this is majority vote, and wanted to verify this
identity. We might proceed as follows.

Without loss of generality (swapping | and 1), we can suppose that a(bed)((bee)de)l,
and e(bed)((bea)da)t. Also (swapping a and e) we can suppose that bedt. From
the first expression, it follows that al and (bce)del.

Now if ef, then the last statement implies that d] and bcel. Given e, we
therefore get bl, cl, and so bed], contradicting an earlier statement.

Therefore, el. Now e(bcd)((bea)da)t gives (bea)dat. Given al, this imples df
and bcat. Again, given al, we get bT, ¢, so beet. Thus, given df, we get (bce)det,
again contradicting an earlier statement.

This shows that the identity is tautological as claimed.

Of course, there are lots of possible variations on the above logic, but they all
lead quickly to a similar contradiction.

One can proceed to verify the other symmetries of the expression or its equiva-
lence with (ab(cde))(cd(abe))e, for example.

A similar discussion applies to conditional identities. Let I4,..., I,, I be ternary
identities. We say that I} & --- & I, tautologically implies I if any median
algebra in which I; & --- & I, holds for some assignment of the arguments, then
I also holds for that assignment of the arguments. (For example, we have seen
that a.x.y & a.y.c tautologically implies x.y.c. Here, of course, a.b.c is shorthand
for the identity abc = b.) By a similar argument as for tautological identities,
we see that a conditional identity can be verified by a repeated application of the
identities Iy, ..., I, together with the axioms (M1) and (M2).

However, it is again sufficient to verify it in {0,1}. To see this, suppose that the
two sides of I evaluate to different elements, say p and ¢, in some median algebra,
M, in which I} & --- & I, holds. We postcompose by a wall map separating p
and q. Now I} & -+ & I, still holds in {0, 1}, whereas I does not. This gives a
contradiction.

We illustrate this with a few examples (which will be useful later).

(Ex6.1) ab.c & b.ed & a.d.e=b.ce
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If not, we can suppose ctT, b and el. From a.b.c, we get al. From b.c.d, we get dt.
But from a.d.e, we get dJ, giving a contradiction.

(Ex6.2) r.zy & x.a.c & y.b.c & z.c.a = a.ch

If not, we can suppose ct, al and b). From z.a.c and y.b.c, we get x| and y|. Now
x.z.y gives z| and so z.c.a gives ¢/, a contradiction. (We could alternatively use
(Ex6.1) to deduce a.c.y, which together with y.b.c gives a.c.b.y.)

(Ex6.3) abc.y.def = y = (ady)(bey)(cfy)

If not, we can suppose y71, adyl and bey|. Then al, d|, b} and e, and so abc| and
defl, so yl, a contradiction.

We can also eliminate variables:
(Ex6.4) aa'x = bb'y = b.ad'b.l/

If not, we can suppose aa’bt, b] and v']. Thus, ad’x = bb'y], so either al or d'|,
so aa'bl, giving a contradiction.

Of course, one can derive these statements directly from the axioms, or identities
we have already established. Some of the above examples are straightforward.
Others are more challenging. For example, we can derive (Ex6.4) above as:

(ad'b)bb’ = ((aad'b)bt')((aa’b)bb" )y = (((aa'b)bb’)(aa’b)b') (b(aa'b)b’)y
= (((ad'b)bb")by)(ad'b)t) = ((bb'y)(aa'b)b)(aa’b)b’
= ((ad'x)(ad'b)b)(aa'b)b’ = (ad'(xbb))(aab)t’
= (aa'b)(aa’b)t) = aa'b.

6.3. Explicit derivations of identities.

In summary, the above discussion gives a means of checking whether two expres-
sions are tautologically equivalent. It also shows that a tautological identity can
be derived by a finite sequence of applications of axioms (M1) and (M2). However,
the argument made appeal to Zorn’s lemma (via Proposition 3.2.10), and is thus
non-constructive. It gives a proof, within the framework of ZFC set theory, of
the formal statement that “there exists a derivation from the axioms of a median
algebra”. It does not exhibit such a derivation (nor even a proof in the first-order
theory of median algebras). If we want an explicit recipe to do this, we need
another approach.

In this subsection, we start again, avoiding any use of Lemma 3.2.12. In the
process, explain how our constructions can be made explicit. The basic idea will
be to reduce to the case of a free distributive lattice. The general idea was hinted
at at the end of Subsection 5.2.

Let £(X) be the set of median expressions in a formal alphabet, X. For our
purposes, there is no loss in assuming X to be finite. Given F € £(X), and a map
€ : X — M to a median algebra, M, write E(e) € M for the result of evaluating
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E in M under this substitution. We say that F, F € £(X) coevaluate in M
if E(e) = F(e) for all maps € : X — M. Define two equivalence relations on
E(X) by writing £ ~ F and E ~ F to mean respectively that E, F' coevaluate in
I :={0,1} and in any median algebra M. We also recall the relation, ~, defined
in Subsection 6.1. Clearly, E~ F = F~ F = FE~F.

We have seen, using Lemma 3.2.12, that £ ~ F' = E ~ F'; and the discussion
of Subsection 6.1 tells us that F ~ F' = E ~ F. Together this gives:

Proposition 6.3.1. £~ F = E ~ F.

We now aim to give a different, constructive, proof of this fact, and to relate it
to the superextension, ®(X).

Recall that ®(X) is a subalgebra of P(P(X)) = I7™) (see Subsection 5.2).
Suppose A C P(X) = I*. Thinking of A as a map X — I (namely its character-
istic function), then given any E € £(X), we can evaluate under this substitution
to give us E(A) € I. This gives us a map, a : £(X) — 7% = P(P(X)),
and one readily checks that its image lies in ®(X). (This can be verified directly.
Alternatively, recall that ®(X) < P(P(X)) is a subalgebra, and that the image,
a(x), of a one-letter expression, x, is the principal ultrafilter on z € X, hence
lies in ®(X).) So, in fact, we get a map o : £(X) — P(X). By construc-
tion, we see that a(E) = «(F) <& E ~ F. Moreover, if P,Q,R € £(X), then
a(PQR) = a(P)a(Q)a(R). Also, Theorem 5.2.3 tells us that « is surjective to
®(X) — a fact we will return to later.

Now let X be the formal alphabet Xt := X U {p, ¢}, obtained by adjoining
two new symbols, p, ¢, not featuring in X. We can identify £(X) as a subset of
E(XT). We define a map, : ®(X) — E(X™T) as follows.

Recall that P(P(X)) has the structure of a bounded distributive lattice, where
ANB=ANnBand AVB = AURB for A,B € P(P(X)). Given A € P(P(X)),
we define a formal expression in the binary operations, A,V, namely §(A) =
V aca Nzea z (cf. the discussion of free distributive lattices in Subsection 2.2). To
be precise, we should specify how we bracket the terms \/ and /\, but one can always
specify some canonical way of doing this, after taking some fixed linear order on
X. (The precise specification is not important, since we will see that we can freely
apply the associative laws for A and V.) Note that §(A) and (M (A)) coevaluate
in I, where M(A) C A is the set of elements minimal with respect to inclusion.
We now take the expression, §(M(A)), and first replace each occurrence of the
argument x € X by the median expression (xpq). We then recursively replace each
subexpression C' A D by C'Dp and each subexpression C'V D by C'Dq. We denote
the resulting expression by 5(A). (As an illustration, suppose X = {a,b, ¢, d}, and
A = {{a,b,c},{a,b,d},{a,d}}. Then (A) = (aAbAc)V(aANbAd)V (aAd),
O(M(A)) = (anbAc)V(aNd), and B(A) = (((apq)(bpq)p)(cpq)p)((apg)(dpa)p)q.)
This now gives us a map, (3, defined on P(P(X)), which we restrict to give us a

map, 3 : ¢(X) — E(XT).
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We have a relation, ~, defined on £(X™), which for clarity, we will denote by
~T. (Given that ®(X) embeds in ®(X ™) it turns out that ~* extends ~ on £(X),
but we don’t need to know that for the present argument.)

We claim:

Lemma 6.3.2. If E € £(X), then faE ~* Epq.

We will give a constructive proof of this shortly. First, we note a few conse-
quences.

Given E, P,Q € £(X), write v(E, P,Q) for the result of substituting each oc-
currence of p, q in faF respectively by the expressions P, (). Note that £ ~ F =
v(E,P,Q) = v(F, P,Q) (since «F = oF). Now the fact that faFE ~* Epq also
shows that in £(X), we have:

Lemma 6.3.3. v(E, P,Q) ~ EPQ.

This is simply a matter of performing the above substitutions throughout the
process of getting from SaE to Epg in E(XT).

In particular, it follows that £ ~ F' = EP(Q@Q ~ FP(). This now constructively
proves Proposition 6.3.1 since we have £ ~ FEF ~ FEF ~ F.

We can also give a constructive proof of Proposition 3.3.3. In fact, we can
explicitly extend any map, ¢ : X — M to a map gg : ®(X) — M, in any median
algebra, M, thereby showing constructively that ®(X) is indeed the free median
algebra on X.

To this end, we first recall that « : £(X) — ®(X) is surjective. In fact, given
any A € ®(X), we can explicitly express A as a median expression, F in X, so
that A = «(F). (One way of doing this is described in Subsection 20.1.) We
can now set ¢(A) = E(¢), i.e. evaluating E in M under the substitution ¢. Note
that if «(F) = «(FE), then E ~ F, so Proposition 6.3.1 tells us that £ ~ F, so
E(¢) = F(¢). Thus, retrospectively, we could have chosen any such F with the
same result.

Now if z € X, where X is identified as a subset of ®(X), then we can assume
that we have chosen E to be just the one-letter expression x, and it follows that &
does indeed extend ¢. We finally need to check that ngS is a homomorphism. Sup-
pose A, B,C € ®(X). We have chosen particular P,Q, R € £(X) with A = «o(P),
B = a(R) and C = a(R). Now ABC = a(PQR), and so by a previous observa-

A~

tion, we have ¢(ABC) = (PQR)(¢) = P(¢)Q(¢)R(¢) = ¢(A)p(B)¢(C) as required.

We now set about proving Lemma 6.3.2.

The idea is to reinterpret various lemmas we have already proven as statements
in £(X*) modulo the relation ~*. This is justified by replacing equality by ~*
everywhere in their respective proofs. Thus, for example, we have a version of
(M3), namely AB(CDE) ~* (ABC)(ABD)E: replace = by ~ everywhere in the
derivation presented in Subsection 4.2. (Of course, P.Q).R should be interpreted as
PQR ~* Q.)
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We proceed as follows. Given any C' € E(XT), let C' = Cpg € E(XT). Let
X' ={d | a € X}. Viewing X', as a formal alphabet, we write £(X’), for the
set of expressions with arguments in X’. Viewing each element of X’ instead as
an expression in £(X 1), we can identify £(X’) as a subset of £(X). As with the
long distributive law (Lemma 3.2.6), we have (CDE) ~* C'D'E’ for all C, D, E €
E(X™T) (as seen by applying the principle described above). By iterating this, we
see that C' ~ C, where C' is the result of replacing x by 2’ for all arguments, x,
in C.

We say that C' € £(XT) lies “between” p and ¢ if Cpg ~T C (and assume
that we have found an explicit derivation of this fact). Note that if C' € £(XT),
then C'pq = (Cpq)pg ~T Cpq = C’, so C' lies between p and q. We can now
apply the discussion of intervals in a median algebra, as in Subsection 3.2. Given
C,D € E(XT), write CAND = CDp and CV D = CDgq. Note that if C' ~* Cpq
then (C'A D)pq = (CDp)pg ~* (Cqp)Dp ~T CDp = C A D, and similarly for
V. Therefore these relations (verifiably) preserve the property of lying between p
and ¢. Now, as in Lemma 3.2.5, we have an explicit derivation showing that for
C,D,E € E(XT) between p and ¢, we have CDE ~* (CAD)V (DAE)V(ENC).
Similarly, the axioms of a distributive lattice hold modulo ~*. For example, we
have (CAD)ANE ~T CAN(DAE)and (CAD)VE~T (CVE)AN(DVE) etc.,
for C, D, E between p and gq.

Suppose now we start with some E € £(X). We saw above that that E' ~* E €
E(X"). We rewrite the latter in terms of the operations A and V, as above, again
with arguments in X’. Applying the distributive laws, we can put our expression
into a normal form, namely \/ ;.5 A, cp 7', for some Sperner family, B (as with the
free distributive lattice, modulo ~*). We can also assume that the terms \/ and /\
are bracketed in a standard way (as in the earlier discussion) since the associative
laws correspond to applying (M2). This gives us an expression E ~* E.

We claim:

Lemma 6.3.4. E = Sak.

First, we elaborate on some of our earlier definitions. Given a map ¢ : X — I,
write Ay := {z € X | ¢(z) = 1}. In other words, ¢ is the characteristic function of
Ay, and the map [¢p — Ay] : XT — P(X) gives us our identification of X! with
P(X).

Given an expression in A,V and ¢ € X!, we can evaluate the expression in the
lattice, I. We can therefore speak of two such expressions “coevaluating” in I, and
write ~ for this relation, as with median expressions.

If A€ P(P(X))and ¢ € X', then (A)(¢) = 1if and only if there is some B € A
with B C Ay. Thus, if A € ®(X), then 6(A)(¢) =1 < Ay € A. By definition of
a,if B € £(X), then Ay € aE < E(¢) = 1,50 0(aE)(¢) =1 < E(p) =1. In
other words, f(aF) coevaluates with E in [I.

Given A € P(P(X)), write M(A) C A for the set of elements of A minimal
with respect to inclusion. Thus, M(A) is a Sperner family. Moreover, 0(A) =~
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O(M(A)). Recall that, by Lemma 2.2.2, if B,C € P(P(X)) are Sperner families
with 0(B) ~ 6(C), then B = C.

Now, given E € £(X), we have noted that E coevaluates in I with §(aFE) ~
O(M(aFE)). Thus, if B is a Sperner family such that 6(B) coevaluates with E, then
B=M(A).

Proof of Lemma 6.5.4. By construction, SaF has the form vAeM(A) Nzea @', where

A= a(E) € ®(X); and E has the form \/ 55 A\,cp @', for a Sperner family B. We
therefore need to check that B = M(A). By the above discussion, it is enough to
show that §(B) coevaluates with E.

To see this, we extend any map X — I to a map XT — I, by setting p = 0
and ¢ = 1. In this way, E coevaluates with 6(13), and F coevaluates with E’. Now
E ~* E', so certainly these expressions coevaluate in I (whatever values we assign
to p,q). Therefore §(B) coevaluates with E as required. O

This now proves Lemma 6.3.2: we have Epg = E' ~* E = SaE.

We note that this gives an explicit way of deriving identities (or disproving them).
Suppose E, F € £(X), and we have checked that F ~ F. Then following through
on the above, we can explicitly derive the fact that £ ~ FEF ~ vy(E,E,F) =
Y(F,E,F)~ FEF ~ F, directly applying the axioms (M1) and (M2).

We can similarly derive conditional identities as follows.

Note that any element of £(X) is ~-equivalent to an expression of bounded
length. We can choose a particular “canonical” representative for each ~-class
(e.g. minimal with respect to some measure of complexity). The above gives a
systematic means of putting a median expression into its canonical form. We write
E(X) C E(X) for the set of such canonical forms.

We can apply this to median identities more generally. We can represent any
median identity in the form A ~ B, for A, B € &(X). (Note in particular there
are only finitely many such identities.) By the above, the equivalence of such an
identity with the original is explicitly derivable.

We can now give a procedure for explicitly deriving conditional median identities.
Let I1,..., I, be aset of input identities. We write I; as P; ~ Q; for P;, Q; € E(X).
We define a sequence of equivalence relations, (=,)nen, on E(X) inductively as
follows. Let =( be the equivalence relation generated by the the relations P; = Q);
for all 7. Suppose we have defined =,,. Given A, B € & (X), say A is related to B
if there exist C, D, P,Q € &(X) with A ~ CDP, B ~ CDQ@ and P =, Q). Let
=,.1 be the transitive closure of this relation. Note that if A =, B, then since
A~ ABA and B ~ ABB, we have A =,, ;1 B. Therefore the relations =, stabilise,
after a bounded number of steps, on an equivalence relation, =, on &(X). Since
reduction to & (X), and the relation ~ are explicitly derivable, so is =.
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We claim that this precisely describes those identities which are consequences of
the input identities. To see this, note that if A, B,C, P,Q, R € &(X) with A = P,
B =@ and C = R, then ABC = PQR. We therefore get a ternary operation
induced on & (X)/=. With this structure, &(X)/= is a median algebra where all
the identities Iy, ..., I, are satisfied. Moreover, it is universal with this property.
We see that if A, B € &/(X), then A = B if and only if the identity A ~ B is
tautologically implied by the input identities. Moreover, we see that this can be
explicitly derived from the axiom (M1) and (M2) together with the input identities.

From the above, we deduce:

Proposition 6.3.5. There is a primitive recursive algorithm which takes as in-
put a finite set of ternary identities I, ..., I,, I, and either proves or refutes the
statement that I is tautologically implied by I, & --- & I,. In the former case, it
provides an explicit derivation of this fact in terms of the axioms (M1) and (M2).

Here “primitive recursive” means that it terminates in primitive recursive time
as a function of complexity of the input. The latter might be measured as the
sum of the lengths of the identities (though any sensible measure would give an
equivalent statement). In fact the time of our procedure is bounded by some tower
of exponentials.

In contrast, we remark that the general first-order theory of median algebras is
undecidable (see the Notes to this section).

7. CONVEX SETS

Convexity is a central notion in the theory of median algebras. Indeed the
subject is sometimes approached from the point of view of convex structures. We
have briefly discussed convex sets in Section 3. Here we start again with a more
systematic treatment.

A fundamental fact is the Helly Property (Lemma 7.1.1). We digress slightly to
discuss the notions of parallel sets and translations. We say more about gate maps
to convex sets, which were defined briefly in Subsection 3.2. We give a number of
descriptions of the convex hull of a set, and show how this behaves when passing
to subalgebras. We finish the section with a few additional observations that will
be used later.

It will be noted that some definitions and discussion only make direct reference
to the betweenness relation. Some of this can be set in a more general context, as
we discuss in Section 22. Even if that is the case, the statements can often be made
stronger, and the proofs simpler, in the case of median algebras. We will restrict
attention to that case in this section.

7.1. Some definitions and basic facts.

Let M be a median algebra. From Section 3, we recall:
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Definition. A subset C' C M is convez if [a,b] C C for all a,b € C.

Clearly any convex set is a subalgebra. The intersection of any family of convex
sets is convex. Also, an interval, [a,b] C M is itself convex.
A useful property is the “Helly Property”:

Lemma 7.1.1. Let C4,...,C, be a non-empty finite family of pairwise intersecting
convex subsets of M. Then (., C; # @.

Proof. For n = 3, choose points respectively in C; NCy, CoNC3 and C3NCy. Their
median lies in C; N Cy N Ch.
We now proceed by induction. Suppose it holds for a given n > 3. Let

C1,Cy, ..., (1 pairwise intersect. From the case n = 3, we see that the sets
CiNChi1, CoNChryq, ..., Cp,NChyq pairwise intersect, and we apply the inductive
hypothesis. O

We can describe an algebra of non-empty convex sets as follows.
Given subsets, A, B,C C M, write ABC = {abc | a € A, b € B, c € C} (see
Example (Ex3.4) of Subsection 3.4).

Lemma 7.1.2. If A, B,C are convex, then so is ABC.

Proof. Let a,b,c,d’,b',c € M. Let x = abc and 2’ = a'b/’, and suppose y € [z, 2'].
In Example (Ex6.3) in Subsection 6.2, we showed that y = (aa’y)(bb'y)(cc'y) €
ABC. U

Here is another way of interpreting Lemma 7.1.2.
Given sets, A, B C M, as in Subsection 3.2 we write J(A, B) = U, 4epla, b]-
Recall that Lemma 3.2.9 tells us that if A, B are convex, so is J(A, B).

Lemma 7.1.3. If A, B,C C M, then ABC = J(A,B)NJ(B,C)N J(C, A).

Proof. The inclusion ABC C J(A,B)NJ(B,C)NJ(C,A) is clear. For the reverse
inclusion, let x € J(A, B)NJ(B,C)NJ(C, A). That is, x = ab'z = b’z = ca’x for
some a,a’ € A, b,/ € B, and ¢, € C. We claim that x = (ad’z)(bb'z)(ccx). For
if not, we can suppose xT, ad’x], bb'x], so al, V'], so x], giving a contradiction.
We see that x € ABC' as required. O

From Lemmas 3.2.9 and 7.1.3, we see again that if A, B, C are convex, then so
is ABC.
Although we won’t be using it, we note that the join operation is associative:

Lemma 7.1.4. For all A,B,C C M, J(J(A,B),C)=J(A,J(B,C)).

Proof. By symmetry, it is enough to verify the inclusion C. To this end, let y € [z, c|
where x € J(A,B) and ¢ € C. Then z € [a,b] for some a € A and b € B. Let
z=bey € J(B,C). We claim that y € [a, z]. For if not, we can suppose al, z] and
yt. From z = bcy, we get bl and c|. From a.x.b, we get x). From z.y.c, we get
the contradiction y|. This shows that y € [a, 2] C J(A, J(B,C)) as required. [
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Let K = K(M) be the median algebra of all non-empty convex subsets of M,
as defined by Example (Ex3.4). As usual, we write [A, B]x C K for the median
interval between the convex sets, A, B.

The following are easily checked for non-empty convex sets: AN B € [A, Bl (if
ANB # @), J(A,B) € [A Blk, U[A,Blx € J(A,B), and if A C C C B then
Ce [A, B] IC-

(These observations will be useful when we come to discuss cube complexes, in
Sections 10 and 11.)

We note that the preimage of any convex set under a homomorphism is convex.
Also:

Lemma 7.1.5. Let ¢ : M — N be an epimorphism between two median algebras,
M and N. Then ¢([z,y]) = [px, ¢y] for all z,y € M.

Proof. Let ¢ : M — N be an epimorphism between two median algebras, M
and N. Certainly ¢([z,y]) C [¢z,¢y]. For the reverse inclusion, and let a €
[px,¢y] € N. Then a = ¢z for some z € M. Let w = xyz € [r,y]. Then
ow € [¢px,a) N |a, py] = {a}, so pw = a, so a € ¢([x,y]) as required. O

In particular, it follows that the image of a convex set under an epimorphism is
convex.

7.2. Parallel sets and translations.

Before continuing with convex sets, we make a digression concerning parallel sets
and translations.

Let M be a median algebra. Given a,b,c,d € M, we say that a,b,c,d forms
a rectangle if a.b.c & b.c.d & c.d.a & d.a.c. 1t is readily checked that this is
equivalent to saying that [a, c] = [b, d].

Given pairs a,a’ and b,b" in M, we write ad’ || bb’ to mean that a,a’,V’,b forms
a rectangle. This is equivalent to saying that ab || a'b’.

Definition. We say that the pairs a,a’ and b,V are parallel if aa’ || bb'.
Note that if ad’ || aa”, then o’ = a”.
Lemma 7.2.1. Parallelism is an equivalence relation on the set of pairs of M.

Proof. Suppose aa’ || bb' || ¢. We have b.a.d’ & a.d'.b & d'.V.c & c.b.l/. By
Example (Ex6.1) of Subsection 6.2, we have c.a.a’. By symmetry, swapping a with
a’, and a with ¢, we also have c.a’.a, a.c.c and a.c'.c. In other words, ad’ || ¢¢. O

Lemma 7.2.2. Suppose aa’ || bV and x € M. Let d = abx and d' = a'b'xz. Then
dd' || ad.

Proof. Note that abd’ = (aba’)(abl)x = bax = d. Similarly, a’b'd = d'. Now
b.a.a’ & b.d.a gives b.d.a.a’ so d.a.a’. Similarly, d’.a’.a. Also, abd' = d gives a.d.d'.
Similarly o’.d'.d. 1t follows that dd’' || aa’. O
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Lemma 7.2.3. Suppose a,a’,b,b', ¢, € M with aa' || bb' || cc’. Then (abe)(a'b'd) ||

aa’.

Proof. Let d = abc. Since abd = d, we see by Lemma 7.2.2 that d(a't'd) || aa’ || bY'.
Similarly, d(b'dd) || bb' || ¢¢ and d(cd'd) || ¢ || aa’. Thus d(a’b'd) || d(b'cd) ||
d(dd'd). Tt follows that a'b'd = bV/d’d = 'a’d. Writing d’ for this element, we have
dd' || aa’. Moreover, we have a.d'.b & b.d'.c & c.d'.a and so d' = a'b'¢. O

Lemma 7.2.3 can be expressed by saying that any parallel class, viewed as a
subset of M x M, is a subalgebra of M x M with the product median structure.

Definition. Given two subsets, A, B C M, a translation from A to B is a
bijection, 7 : A — B, such that for all a,b € A, ab || (ta)(rh). We say that A, B
be are parallel if there is a translation between them. We write A || B.

Clearly the inverse of a translation is a translation. By Lemma 7.2.1, it is also
closed under composition. Therefore parallelism of sets is an equivalence relation.
If a € A and b € B, then Ta € [a,b] (since a(t7'0) || (Ta)b). It follows that the
translation, 7 : A — B is unique. (For if 7/ were another, we would have a.7a.7'a
and a.7’'a.Ta, so Ta = 7'a for all a € A.) It follows that any self-translation of A is
the identity. If A || B || C, then translating from A to B then to C' is the same as
translating directly from A to C. If A || B and AN B # @, then A = B. (For let
be ANB. If a € A, then a.7a.b, and by the above, Ta.a.b. Therefore a = 7a € B.)
We also note from Lemma 7.2.3 that if A || B and A is a subalgebra of M, then so
is B, and the translation between them is an isomorphism.

As an example, if a,b € M and ad’ || bV, then [a,d] || [b,V']. The translations
between them are the gate maps [z +— bb'z] and [y — ad’y].

Let A be a parallel class non-empty subsets of M. We fix some arbitrary rep-
resentative, say P € A. For any A € A, we have a translation, 74 : P — A. As
observed above, this is a median isomorphism.

Let p € P, and write T, = {7ap | A € A}. Thus T}, is a transversal of A.

Lemma 7.2.4. T, is convexr in M.

Proof. Let a € [tap,7pp] where A,B € A. Define a map, § : P — M by
0(z) = (taz)(tpx)a. Thus 0(p) = a. If y € P, then (raz)(7px) || (Tay)(TBY).
Equivalently, we have (142)(74y) || (782)(78Y), and so by Lemma 7.2.2 we have
(0x)(0y) || (taz)(Tay) || zy. It follows that § : A — O(P) is a translation, so
0(P) || P, so (P) € A and 0 = 1y(p). Therefore a = 0(p) € T, as required. O

Lemma 7.2.5. Ifq € P, then T, || T,. Moreover, the map [Tap — Taq| : T, — T,
s a translation.

Proof. It A, B € A, then (7ap)(7aq) || (78p)(75q), so (Tap)(7ep) || (Taq)(7pq). O

This gives A the structure of a median algebra, where the median is induced
from transversal T,. That is, (tap)(7sp)(Tcp) = Tapcp. By Lemmas 7.2.5 and
7.2.3, this is independent of the choice of p.
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Now let 7 be the entire parallel class of T, in M. Thus, T, € T for all ¢ € P.
Each A € A is a subset of a transversal, A’, of T (constructed as above). Let
A = {A"| A € A}. This is again a parallel class. By Lemmas 7.2.4 and 7.2.5
applied to T, we see that each element of A’ is convex. For this reason, there is no
essential loss in restricting attention to parallel classes of convex sets. In this case,
A will be a subalgebra of IC(M) (see Example (Ex3.4)).

Let A be a parallel class of convex sets. Thus | JA C M is a disjoint union of
the elements of A.

Lemma 7.2.6. |JA is convez in M.

Proof. Let x € [Taa, Tpb], where a,b € P and A, B € A. Let ¢ = (14a)(Tab)z € A
and d = (7pa)(tb)xr € B. Let ¢ = abxr. By Lemma 7.2.2, gc || ad’, so ¢ = Tagq.
Similarly d = 7g¢, so ¢,d € T,. We claim that = € [¢,d]. If not, we can suppose
T, cl, d|. Also (up to swapping a with b, and A with B), we can suppose
Taal. Thus cl, giving a contradiction. By Lemma 7.2.4, T} is convex, and so
rel,d T, CJA O

We can put the product median structure on A x P.
Lemma 7.2.7. The map A x P given by [(A, a) — Taa] is a median isomorphism.

Proof. By construction, the map is bijective. We therefore want to show that for all
z,y,z € Pand A, B,C € A, we have (742)(75Y)(7c2) = Tapc(zyz). If not, we can
suppose that Tapc(zyz)T, Tazd, Tyl. Now (from the definition of the median on
A) we have Tapc(ryz) = (Ta(zyz))(t8(2Y2)) (70 (2YZ2)), o (up to swapping A and
B) we can suppose 74(xyz)T. Now (by Lemma 7.2.3 and subsequent discussion)
Ta(zyz) = (Tax)(Tay)(Ta2). Given Taxl, we have TayT. But taz.74y.75y, and
Taxd, TBY!, 80 Tayl giving a contradiction. Il

7.3. Gates.

We now move on to consider “gates” of convex sets. Much of this can be set in
a more general context, and also applied to metric spaces, as we discuss in Section
22.

Let A C M be convex.

Definition. Let a € M. We say that b € A is a gate for a in A if [a,b]N A = {b}.

This is equivalent to saying that for all ¢ € A, a.b.c holds (since abc € [a,b] N A).
It follows that if a gate for a exists, then it is unique. Note also that if a € A, then
a is a gate for a in A.

Definition. A convex set, A, is gated if each point of M has a gate in A.

In this case, given a € M, we write wa = waa for the gate of a in A. This gives
us a map w : M — A. It is called the gate map to A. Note that w satisfies
w? = w and a.wa.wd for all a,b € M. (In fact, one can readily check for any such
map, w(M) is convex, and w is the gate map to w(M).)
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Lemma 7.3.1. A gate map, w: M — A, is a homomorphism.

Proof. From the median rule (see Lemma 3.2.1) it is enough to show that for all
xz,y € M, we have w([z,y]) C [wz,wy]. Write a« = wzx, b = wy. Let z € [z,y]
and write ¢ = wz. Then z.2.y & z.a.c & y.b.c & z.c.a. Example (Ex6.2) of
Subsection 6.2 tells us that this implies a.c.b as required. U

(One also readily checks that if w : M — M is any homomorphism with w? = w
and wM convex, then w is gate map to wM.)
Given a convex set, B C M, write Agp = wsB C A.

Lemma 7.3.2. Ag is conver in M.

Proof. wq : B — A is an epimorphism to A, so by Lemma 7.1.5, Ag is convex in
A, hence also convex in M. O

Now suppose that B C M is also gated. We write By = wgA C B.
Lemma 7.3.3. wawp : M — Ag is a gate map to Ap.

Proof. Let x € M and ¢ € Ag. Write b = wpr € B, a = wab € A, and choose
d € B such that ¢ = wad. We have z.b.d & b.a.c & a.c.d. We claim this implies
x.a.c. If not, we can assume at, xl, c¢]. Now b.a.c gives bt, and a.c.d gives dJ, and
then z.b.d gives b, which is a contradiction.

We have shown that x.wawpx.c holds for all x € M and ¢ € Apg, so wawp is a
gate map. Ul

Now wawp|Ap is the identity on Ap. Similarly, wgwa|B4 is the identity on Ba.
Therefore wp|Ap and wy|Ba are inverse isomorphisms between Ap and By. In
fact:

Lemma 7.3.4. wp|Ag is a translation of Ap to Ba.

Proof. Let a,a’ € Ap, and write b = wpa and b’ = wgad’. Since wp is a gate map,
we have a.b.b/ and a’.b".b. Also a = wab and o’ = wxb', and so b.a.a’ and V'.a’.a. In
other words, aa’ || bb'. O

This shows that Ag || Ba. In particular, either Ag = By or Ag N By = &.
Since we always have A N B C Ag N By, it follows that if AN B # &, then
ANB=Ap = By.

Note that as an immediate consequence, we have

Lemma 7.3.5. If A, B are gated convex sets and AN B # &, then AN B is gated
and waB = wgA = AN B. Moreover, wawp = wpwy : M — AN B is the gate
map to AN B.

By the Helly Property (Lemma 7.1.1) we see that the intersection of any non-
empty finite family of pairwise intersecting gated convex sets is gated convex.

Given convex sets, A, B, we say that a € A and b € B are mutual gates if b is
a gate for @ in B and a is a gate for b in A.

We note:
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Lemma 7.3.6. If A,B C M are gated convex sets, then there are mutual gates
a€ Aandbe B.

Proof. Choose any a € Ag and set b = wga € By. O
Lemma 7.3.7. Any non-empty finite convex subset of a median algebra is gated.

Proof. Let M be a median algebra, and C' C M be non-empty finite and convex.
Let a € M, and choose any b € A. Thus, [a,b] has a partial order, <, as defined
in Subsection 3.2. Let ¢ € C'N [a,b] be minimal with respect to <. We claim that
c is a gate for for C. For suppose that d € C'Na,c|]. Let m = ¢ A d = acd. Then
m € C'Na,b] and m < ¢. Therefore m = ¢. In other words, a.c.d. But a.d.c, and
so ¢ = d. This shows that C'N [a, ] = {c}. O

Of course, this applies to finite median algebras. We remark that the existence
of mutual gates (Lemma 7.3.6) is simpler in this case. If A and B are convex,
choose a € A and b € B so as to minimise #[a,b]. Then a similar argument shows
that a,b are mutual gates.

Recall that the set, K = KC(M), of all non-empty convex subsets of M is itself
a median algebra (see Example (Ex3.4) of Subsection 3.4). We claim that gated
convex sets form a subalgebra of (M ):

Lemma 7.3.8. If A, B,C are gated, then so is ABC.

Proof. Let x € M, and let a,b, ¢ be gates for A, B, C respectively. We claim that
d := abc is a gate for x in ABC. We need to check that [z,d] N ABC = {d}. So
let d € [z,d] N ABC. Then d' = d't/c for some ¢’ € A, ¥ € Band ¢ € C. If
d # d', we can suppose that df and d'|. By z.d'.d, we get x|. Using d = abc
and d' = d'l/¢’, we can suppose (up to permuting a, b, ¢) that a1 and o’]. But this
contradicts x.a.a’. O

For future reference (see Lemma 11.3.3) we also make the following observation.

Lemma 7.3.9. Let A, B € K and suppose that A is gated. Let wa : M — A be
the gate map, and write C' = waB € K. Then C € [A, Blx.

Proof. In other words, we want to show that ABC = C.

To show C C ABC, choose any b € B. If ¢ € C, then ¢ = cbc € ABC.

To show that ABC C C,letae A, be B, ce (C, and set d = wyb and m = abc.
We have a.d.b, c.m.a and c.m.b. By Lemma 3.2.7, this implies c.m.d. But ¢,d € C,
so since C'is convex, m € C. O

We will see many more of examples of gated sets later (for example, in Sections
12 and 15).

7.4. Convex hulls.

We now move on to discuss joins and convex hulls.
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Given a subset, A C M, write

J(A) = | [a.0].
a,beA
(Thus, J(A) = J(A, A) as defined in Subsection 3.2. Clearly J(A, B) C J(AU B).
If A, B are convex, then J(A, B) = J(AU B).)

Definition. J(A) is the join of A.

Given n € N, we write J"(A) for the nth iterated join of A. In other words,
J"(A) is defined by setting J°(A) = A, and J"(A) = J(J"(A)).

Definition. The convex hull, hull(A), of A is the intersection of all convex
subsets of M containing A.

Thus, for example, hull({a, b}) = [a, b].

We also note that hull(A) = |J;—, J"(A). In general, one needs to take an infinite
union. (For example, consider the convex hull of {0, 1} in [0,1]Y.) However, in
certain cases, a finite union is sufficient. This is true, for example, if A is finite:
as can be seen by inductively applying Lemma 3.2.9, or using Lemma 7.4.4 below.
Another example is given by Proposition 8.2.3 in the next section.

From this description of convex hulls, we also see that if A, B are parallel, then
so are hull(A) and hull(B).

We note the following elementary observation:

Lemma 7.4.1. hull(A) is the union of all sets hull(B) as B ranges over all finite
subsets of A.

Proof. The union is convex, since if z € hull(B), y € hull(B’), then [z,y] C
hull(BU B'). 0

For future reference, we also note:
Lemma 7.4.2. If A, B,C C M, then hull(ABC') = hull(A) hull(B) hull(C).

Proof. By Lemma 7.1.2, hull(A) hull(B) hull(C') is convex, and clearly contains
ABC, therefore the inclusion C holds.

For the inclusion D, we first claim that J(A)BC C J(ABC). To this end,
let d € J(A),b € B,c € C. Now d = ad'd for some a,a’ € A. Thus, dbc =
(ad’d)be = (abc)(a’be)d € [abe, a’be) C J(ABC), as claimed. Iterating this we get
J"(A)J"(B)J"(C) C J*(ABC) C hull(ABC). Thus, hull(A)hull(B)hull(C) =
U J"(A)J™(B)J"(C) C hull(ABC') as required. O

Note that one consequence is that the set of convex hulls of finite sets is a
subalgebra of IC(M).

Here is another description of convex hulls.

Recall that, given any finite non-empty subset, B C M, and x € M, we have
defined (B|x) = (b ...b,|x), where B = {by,...,b,} (see Subsection 5.1). From the
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definition, it is clear that (B|z) € JP~!(B). We also note the following properties.
For any z, (B|(B|z)) = (B|z). If x € B, then (B|z) = z. Also:

Lemma 7.4.3. If B C M is finite and non-empty, and x,y,z € M, then (B|ryz) =
(Blz)(Bly)z = (Blz)(Bly)(B]z).

Proof. This can be conveniently be thought of in terms of voting. Recall that in
a vote with outcome (Bla), the vote of a can only be overruled by the unanimous
vote of B. Therefore, if B is not unanimous, then in each of the three expressions
in the identity, the outcome is determined by the majority vote of {z,y, z}. (More
formally, this shows that the expressions take the same value whenever they are
evaluated in {0,1}.)

Lemma 7.4.4. Let B C M be finite and non-empty. Then hull(B) = {x € M |
(Blx) = z}. Moreover, [x — (B|x)] : M — hull(B) is a gate map.

Proof. Write n = #B. Let H = {x € M | (B|z) = x}. Clearly H C J"}(B) C
hull(B). Moreover, H is convex, for if z,y € H and z € [z,y], then (Blzyz) =
(Blz)(Bly)z = xyz, so xyz € H. Since (Bla) = a for all a € B, we have B C H.
Therefore hull(B) C H, and so H = hull(B).

To see that (B|z) is a gate for z, let y = (B|z) and suppose z € [z,y] N H. Then
z = (B|z) = B(zyz) = (Bl|z)(Blz)y = yzy = y. Thus, [z,y| N H = {y}. O

Therefore hull(B) is gated. Also, we have shown that hull(B) = J"~!(B), where
n = #B. (One can no doubt do a lot better, though it’s not clear what the optimal
result is.)

Now let A C M be any subset. We note that hull(A) is the union of all sets
hull(B) as B ranges over all finite subsets of A. As a consequence, we see:

Lemma 7.4.5. x € hull(A) if and only if x = (Blz) for some finite subset B C A.

As a corollary, suppose N < M is a subalgebra, and A C N. Write hully(A) for
the intrinsic convex hull of A in N.

Lemma 7.4.6. If AC N, then hully(A) = N Nhully (A).

Proof. The inclusion hully(A) € N Nhully(A) is clear. For the reverse inclusion,
let z € N Nhully(A). By Lemma 7.4.5, we have x = (B|z) for some finite subset,
B C AC N. Applying Lemma 7.4.5 intrinsically to N we get = € hully(A4). O

Here are a couple of further observations.

Lemma 7.4.7. Let A C M, and let C' = hully/(A). Suppose that x € M and
that ¢ € C is a gate for x in C'. Then there is a finite subset, B C A, such that
c = (B|x).

Proof. By Lemma 7.4.5, there is some finite B C A such that ¢ = (B]|c). We claim
that ¢ = (Blz). To see this, let d = (B|z). Since d € C, we have z.c.d. Also, by
Lemma 7.4.3, zdc = x(B|z)(B|c) = (Blzxc) = (Blzx) = d. In other words, z.d.c.
Therefore ¢ = d as claimed. Il
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Lemma 7.4.8. Let N < M be subalgebra, and suppose that A C N is convex in
N. Let C = hully(A). Suppose that C' is gated in M, and let we : M — C' be the
gate map. Then we(N) C A, and we|N is a gate map to A in N. (In particular,
A is gated in N.)

Proof. Let x € N and let ¢ = wex € C. By Lemma 7.4.7, there is some finite
subset, B C A C N with ¢ = (B|z). Since A is convex in N, we have ¢ € A. For
the second statement, let d € [z, ]y C [z, ]y Since ¢ is a gate for z in C inside
M, we have d = c. It follows that c is also a gate for x in A. U

To proceed we need the following variation on Lemma 7.4.3.

Lemma 7.4.9. Let x € M and let A,B C M be non-empty finite subsets. Let
C ={(A|b) | b € B}. Then (A|(B|x)) = (C|x).

For the proof we will write X1 to mean (Vx € X)(z1). Thus —=X7T means
(Fz € X)(x)).

Proof. We want to show that LHST precisely when RHST.

Suppose Af. Then LHS?T. Since (A[b)1 for all b € B, we have C1, and so RHST.
Similarly, if A, we have LHS| and RHS|. We therefore assume that At and
-Al.

Now suppose Bf. Then (B]z)t. Since —=A], we have LHST. Also, for each b € B,
we have (A|b)T, so CT, so RHST. Similarly, if B, we have LHS| and RHS|. We
therefore assume in addition that =B71 and —B].

Now, without loss of generality, z1. Since =B/, we have (B|z)?, so LHST. Again,
since B/, there is some b € B with b. Thus, (A|b)T, and so =C|. Therefore
RHST. O

The following is a variation on Example (Ex6.4) of Subsection 6.2.

Lemma 7.4.10. Suppose that A, B C M are non-empty finite subsets, and that
there is some x € M such that (Alx) = (Bl|x). Then for all b € B we have
(B|(A[b)) = (Ab).

Proof. Suppose not. We can assume that (B|(A[b))T and (A|b){, so BT. Now
(Alz) = (B|z)T, so ~A{. Since (Alb)), we have b]. But b € B, so bf, giving a
contradiction. O

Proposition 7.4.11. Let N < M be a subalgebra, and A, B C N be any subsets
of N. Then hully(A) Nhully (B) = hully, (hully(A) N hully (B)).

Proof. Since hully(A) N hully(B) C hully(A) N hully (B), and the latter set is
convex in M, the inclusion D is clear. We therefore want to prove that hully,(A) N
hully/(B) C hully, (hully(A) Nhully(B)).

First let us suppose that A, B are both finite. Let x € hully(A) N hully(B)

(assuming such exists). Therefore, by Lemma 7.4.4, interpreted in M, we have
r = (Alz) = (BJz). By Lemma 7.4.4, interpreted in N, we have (A[b) € hully(A)
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for all b € B. By Lemma 7.4.10, we have (A|b) = (B|(A[b)). By Lemma 7.4.4,
interpreted in N again, we have (A|b) € hully(B). Let C = {(AJ]b) | b € B} C
hully(A) Nhully(B). By Lemma 7.4.9 and Lemma 7.4.4, interpreted in M, we
have z = (Alzx) = (A|(B|x)) = (Clz) € hully; C C hully, (hully(A) Nhully(B)), as
required.

Now suppose that A, B are arbitrary. If x € hully/(A) N hully/(B), then by
Lemma 7.4.1, interpreted in M, we have z € hully(Ag) N hully(By), for some
finite non-empty subsets, Ag C A and By C B. Thus, by the previous paragraph,
S hullM(hullN(AO) N hUHN<B())) g hullM(hullN(A) N hU.HN(B)) Ul

7.5. Some final observations.

We end this section with a couple of further observations which will be used
later.

Lemma 7.5.1. Let M = M, x --- x M, be a direct product of median algebras M.
Let C C M be convex. Then C = Cy x --- x C,,, where each C; C M; is convex.

Proof. By induction, it is enough to prove the statement for n = 2. Let C; be the
image of C' under the projection map to M;. Clearly, C' C C} x (5. For the reverse
inclusion, let 1y € C} and x5 € C5. Then there exist y; € M; and y, € M, with
(z1,92), (y1,22) € C. Now (x1,¥y2).(x1,22).(y1, 22), so (z1,22) € C. O

Let M be any median algebra. We can identify the power set, P(M) with
{0,1}M via characteristic functions. In this way, (M) can be given the product
topology, and as such is compact, by Tychonoff’s theorem. Given x € M, let
S(z) = {A € P(M) | z € M}. This is clopen in P(M). (Note that S(z) is the
preimage of 1 under the projection to the x-coordinate of {0, 1}*. Tts complement,
S(x)*, is the preimage of 0.) Given a,b,c € M, let T (a,b,c) = S(a)*US(b)*US(c).
This is also clopen. The set of all convex subsets of M is thus equal to ({7 (a, b, ¢) |
a,b,c € M, a.c.b}. This is closed in P(M), and therefore inherits a compact
topology. (Note however, that the ternary operation [(A, B, C) — ABC| described
above is not in general continuous in this topology.)

Now the involution [A — A*] is continuous on P(M). In particular, the set of
subsets whose complements are convex is also closed in P(M). Intersecting this
with the set of convex subsets, we see that H(M) U {@, M} is also closed. Here,
H (M) is the set of halfspaces of M, to which need to adjoin @ and M itself. Note
that {H € H(M)U{a,M} | A C H} is clopen in H(M) for any finite subset
ACM.

We can also factor P(M) by the involution. The quotient space is again a
compact totally disconnected space. The image of H>®(M) := H(M) U {2, M} in
this quotient is W>°(M) := W(M) U {{@, M }}; that is, the set of walls, W(M), to
which we have adjoined the trivial partition of M, namely {@, M}. Thus, W>(M)
has a natural topology as a compact totally disconnected space. Finally note that
if x,y € M, then the set of walls W(z,y) separating = and vy is clopen in W>(M).
(Its preimage in H>®(M) is (S(x) N S(y)*) U (S(x)* N S(y)).)
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Topological median algebras will be discussed in Section 12. We will make use
of the above observations regarding P(M) in Sections 8, 11 and 19.

8. WALLS AND RANK

We defined the notion of a wall in Subsection 3.2. This is another central notion
in the subject, and we explore it in more detail here. We also define the notion
of “rank” of a median algebra, and show that it can be equivalently described
in terms of walls (Lemma 8.2.1). We define the notion of colourability, which is
relevant to embedding theorems we consider later (for example, Proposition 15.3.1).
The special case of rank-1 median algebras will be discussed in Subsection 12.7,
14.2 and in Section 15.

8.1. Walls and halfspaces.

Let M be a median algebra. We begin by recalling two closely related definitions
from Subsection 3.2.

Definition. A wall, W = {C, D}, of M is a partition of M into two disjoint
non-empty convex subsets, M = C' U D.

Definition. A halfspace of M is a non-empty convex subset, H C M, such that
M \ H is non-empty and convex.

We can “direct” a wall, by representing it as an ordered pair, (C, D). In this
way, a directed wall is essentially equivalent to a halfspace (where we take C' to be
our halfspace). By default however, walls are considered to be undirected.

We write W = W(M) for the set of walls of of M. Given W € W, we will often
write W = {WW~, W™}, though generally this is just for notational convenience,
and does not imply a preferred direction on W.

Note that a directed wall is essentially equivalent to a wall map, also defined
in Subsection 3.2; that is, an epimorphism ¢ : M — {0,1}. The corresponding
directed wall is (¢71(1), »71(0)). We will mostly refer to walls from now on.

Definition. We say that a wall W € W separates two subsets A, B C M if either
(ACW-and BC W) or (BCW~ and A C WT). We write Al B.

Although A|w B is equivalent to B|y A, we will usually adopt the convention
that when writing Al B we will take A C W~ and B C W*. We write A|B to
mean that A|y B for some W € W. This clearly implies AN B = &@.

If a,b € M, we abbreviate {a}|w{b} to a|wb, etc. By Proposition 3.2.11, and
two distinct points are separated by a wall. In other words, alb is equivalent to
a # b.

We will write W(a,b) = {W € W | a|wb}. We make the following observations,
all of which are easily verified:

Lemma 8.1.1. For a,b,c,d € M, we have:
(1): W(a,b) =W(b,a).
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(2): W(a,b) C W(a,c) UW(c,b).

(3): W(a,c) N W(c,b) =2 < W(a,b) = W(a,c) UW(c,b) < ¢ € [a,b].
(4): ¢,d € [a,b] = W(c,d) € W(a,b).

(5): W(a,b) =2 < a=

(6): #W(a,b) =1 < a,b are adjacent.

For Part (6), recall that a,b € M are “adjacent” if a # b and [a,b] = {a, b}.
Now W(a,b) # &. Suppose Wi, Wy € W(a,b) are distinct. We can suppose that
a€ W, NWy,be W, nW,, and that W, NW, # @. Let c € W, NW, . Then
abc € W;" N Wy . In particular, abc ¢ {a,b}, giving a contradiction. Therefore
#W(a,b) = 1. In this case, if W(a,b) = {W}, we will write W (a,b) := W.

We move on the consider separation of convex sets. Suppose A, B C M are
disjoint convex subsets.

Suppose first that A and B are gated. Let a € A and b € B be mutual gates
(as given by Lemma 7.3.6). Now (similarly as for adjacent points above) we see
that any wall separating a from b will also separate A from B. Therefore (since
W(a,b) # @) we have A|B.

It follows immediately from Lemma 7.3.7 that any two disjoint convex sets, A, B,
in a finite median algebra are separated by a wall. (As noted after Lemma 7.3.7,
the existence of mutual gates is easier in this case.)

In fact, this result holds generally. The following is often referred to as the
“Kakutani separation property”.

Theorem 8.1.2. Any two disjoint convez sets in any median algebra are separated
by a wall.

Proof. The argument is similar to that of Proposition 3.2.10.

Let A, B C M be disjoint convex subsets of a median algebra M. Let C be
the set of convex subsets, C', of M with B C C and AN C = @. We order C by
inclusion. By Zorn’s Lemma, C has a maximal element H. We claim that H is a
halfspace.

Suppose, to the contrary that ¢;,co € M \ H and ¢ € [c1,c] N H. By Lemma
3.2.9, J(H,{¢;}) is convex, and so must intersect A. Let a; € ANJ(H,{¢;}). Then
a; € [c;, h;] for some h; € H. Let a = ajasc and h = hyhsa.

We claim that a € [c,h]. For suppose not. We can suppose af and cl, hJ.
Therefore a;1 and ast. Also hil and hol. Since a; € [¢;, h;], we must have ¢;T.
Now c¢;.c.co, so ¢l given a contradiction. This proves the claim.

But now, ¢,h € H, so a € H, contradicting H € C. O

(Note that we have implicitly used Proposition 3.2.10 in arguing that a € [c, h],
though one could, of course, give an explicit verification of this.)

As a consequence, we see that A, B C M are arbitrary subsets, then A|B holds
if and only if hull(A) Nhull(B) = @.

Suppose N < M is a subalgebra. From the previous observation and Proposition
7.4.11, we see that for any subsets, A, B C N, A|B holds in N if and only if it
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holds in M. Note that we can apply this to (the (halfspaces of) any wall in V.
This shows:

Lemma 8.1.3. If N < M, then any wall of N has the form Wy .= {NNW~, NN
W} for some wall, W ={W~ W}, of M.

If M = hullp/(N), then we have a map W(M) — W(N) given by [W — W]
which is surjective by the above lemma.

Suppose now that M — N is an epimorphism. In this case, we have a natural
injective map W(N) — W(M) obtained by taking preimages of halfspaces.

Suppose (M;);e7 is a family of median algebras indexed by some set Z. Let
M = Tl,ez M; be the direct product. Then we have a natural inclusion of the
disjoint union, | |,.; W(;), into W(M) induced by the projection maps to the
factors, as in the previous paragraph. It is easily checked that this is injective. If
7 is finite, then it is also surjective:

Lemma 8.1.4. Let My, ..., M, be median algebras. Then the natural map W (M;)U
e UW(M,) = W(M; X --- x M,) described above is a bijection.

Proof. By induction, it is enough to check this for n = 2. Let M = M; x M, and
suppose W € W(M; x M,). Let H be the image of W* under the projection map
to M;. By Lemma 7.5.1, W* = Hif x HF. Now M = W~ UW™ and it follows easily
that, up to swapping the indices, we have M; = H; U H{" and H, = H) = M,.
Thus, Wy = HiY x My and {H;, H{} is a wall of M. O

In particular, if Q = {0,1}* is a hypercube, then for each i € Z, we have a wall
W; € W(Q) arising from the projection to the i-coordinate. If Z is finite, then
W(Q) ={W;|ieI}.

Remark. This need not be true if 7 is infinite. For example, let Qg C () be the set
of elements for which all but finitely many coordinates are 0. Similarly define Q);.
Then @y and @), are disjoint convex subsets, and therefore separated by a wall.

But this wall cannot be any of the W;. We return to this example in Subsection
11.11.

Definition. We say that as subset A C M and a wall W cross it ANW™ # &
and ANWT # @. We write A h W.

Definition. We say that two walls, Wi, Wy cross if each of the four subsets
W N Wy, W n W, Wi n Wy and W,m N W, are all non-empty. We write
Wi th Ws.

The following simple observation is worth noting:

Lemma 8.1.5. Suppose W, W' € W(M) and C C M 1is convez. Suppose C h W,
ChW and Wt W'. Then W th W[, intrinsically in C.

Proof. By the Helly Property (Lemma 7.1.1), the sets C' N W= N (W')¥F are all
non-empty. U
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Suppose Wy,...,W,, € W(M) pairwise cross; that is, W; m W; for all i # j.
Given € = {e1,...,6,} € {+,—}", we write O(e) = (N, W*. We refer to O(e)
as an orthant of this family of walls. By the Helly Property (Lemma 7.1.1) we
have O(€) # @ for all €. In fact, if C' C M is convex and crosses each of the walls
W;, then (applying the Helly Property to the family {W7y,... W, C}) we see that
C'NO(e) # @ for all e. In particular, #C > 2". Suppose that #C = 2". Let c(e)
be the unique point of C'N O(e). Then the map [e — c(¢€)] is an isomorphism from
the cube {+, —}" to C. In other words, C' is an n-cube.

Lemma 8.1.6. Let W1, ..., W, be pairwise crossing walls. Then there is an n-cube,
Q € M such that #(Q NO(e)) =1 for all e € {+,—}".

Proof. First observe that we can reduce to the case where M is finite. To see this,
choose any c(e) € O(e) and let I = ({c(¢) | € € {+,—1}"}). This is finite by
Proposition 3.3.3. The walls W; give us pairwise crossing walls, (W;)m, in W(II).
Now replace M with II.

So we assume that M is finite. Let Q C M be a convex set with Q@ m W; for all
¢ and such that #@ is minimal with this property. We claim that () is an n-cube.

If not, by the earlier discussion, we must have #(Q N O(¢)) > 1 for some €. Let
a,b € QN O(e) be distinct, and let W € W(a,b). Note that W # W; for any .

Suppose first that there is some ¢ such that W i W;. We can suppose that
W NW* =g, s0 W, CW~. Let C =QNW~. Then C is convex. We claim
that C th W; for all j. If j = ¢ this follows directly from the construction. If j # ¢,
note that WjiﬂW* ) WjiﬂVVi_ %+ O, QﬂVVjjE # @ and QN W™ # &, and so by
the Helly Property (Lemma 7.1.1), we have C' N I/VjjE =QNW—n VVji # @. Thus
C th W; as claimed.

On the other hand, if W M W; for all 7 then (since () meets all the orthants of
{Wh,...,W,,W}) we again have C' th W; for all i, where C'= W~

We could therefore replace @) by C, thereby contradicting the minimality of #Q).
This shows that () is an n-cube as claimed. Il

8.2. Properties of rank and subalgebras.

We now make a key definition.

Definition. The rank, rank(M) of a median algebra, M, the maximal v € N such
that M contains an v-cube. We write rank(M) = oo if there is no upper bound.

Note that any 2-element subset is a subalgebra, and so if M has rank 0, then it
is a single point. (In line with dimension theory conventions, it may be natural to
view the empty set as having rank —1, though that won’t concern us much.)

Lemma 8.2.1. The rank of M is the mazimal v such that there is a set, Wy,..., W,
of pairwise crossing walls in M.

Proof. The fact that v < rank(M) follows immediately from Lemma 8.1.6. To see
that rank(M) < v, let Q@ € M be a v-cube. Then #W(Q) = v. Moreover, by
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Lemma 8.1.3, each wall of @ has the form Wy := {Q N W~,Q N W} for some
W e W. These walls pairwise cross in M. O

We make a few simple observations.

If N < M is a subalgebra, then rank(N) < rank(M). If M — M’ is an
epimorphism, then rank (M) > rank(M’) (since we have seen that there is a natural
injective map W(M') — W(M), and this respects crossing).

Lemma 8.2.2. If My, My are median algebras then rank(M; x Ms) = rank(M;) +
rank(M;).

Proof. We have seen (Lemma 8.1.4) that there is a natural identification of W(M; x
My) with W(M;)UW(Ms). Moreover, any wall of M x Mj arising from M crosses
any wall arising from M. U

We mention the following result:
Proposition 8.2.3. Suppose rank(M) < v and A C M. Then hull(A) = J(A).

(Recall that J"(A) is the nth iterated join of A, as defined in Subsection 7.4.)

We just note, for the moment, that this reduces to the case where M is finite.
To see this, let € hull(A). By Lemma 7.4.1, x € hull(B) for some finite B C A.
Let IT = (B U {z}). Now rank(Il) < rank(M) < v, so assuming the finite case, we
have x € JY(B) in I, so x € J¥(B) C J”(A) in M. The reverse inclusion is clear.

Although we have what we need to prove the finite case now, we will postpone
it until Subsection 11.5 (see Proposition 11.5.4), since it fits more naturally with
the general discussion there.

One can doubtless do better than the vth iterate in this result. But it is not
clear what the optimal statement would be.

We also mention a similar result regarding subalgebras. Let M be a median
algebra. Given A C M, let T(A) = {abc | a,b,c € A}. Define T"(A) inductively
by T°(A) = A and T""(A) = T(T™(A)). One sees easily that (A) = [J>2, T"(4).

In fact, we have the following result:

Proposition 8.2.4. Ifrank(M) < v, then (A) = T*(A).

The statement with 2 replaced by a different explicit function of v can be found
in [Fi4]. Again is not clear what the optimal statement should be.

We will again postpone the proof to Subsection 11.7 (see Lemma 11.7.3 and
subsequent proof). We just observe here that one can reduce to the case where A
is finite and where M = (A). (Note that if a € (A), there is some finite C C A
such that a € (C), and we can replace A by C and M by (C).)

While we are on the subject, we note that following gives another description of
the subalgebra generated by a subset of M.
Let H be the set of halfspaces of M. Givenp € M, let H(p) ={H € H |p € H}.
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Proposition 8.2.5. Let A C M andp € M. Then p € (A) if and only if H; N
HyNA# & for all Hi, Hy € H(p).

Put another way, (A) is the intersection of all sets of the form H U H’ containing
A, where H, H' are halfspaces of M.

Proof. For the “if” direction, suppose Hy, Hy € H(p) and HH N H, N A = @.
Now M \ (H; N Hs) is a subalgebra (being the union of two convex sets, namely
(M \ Hy)U (M \ Hs)) and it contains A. Therefore (A) C M \ (H; N H), and so
p ¢ (4)

For the converse, let us assume first that A is finite, and that HiNHyNA # @ for
all Hy, Hy € H(p). Let C =C(p) = {hull(H N A) | H € H(p)}. By hypothesis, the
elements of C pairwise intersect, so by the Helly Property (Lemma 7.1.1), (C # @.
In fact, we claim that (C = {p}. For if ¢ € (C\ {p}, then by Proposition 3.2.11,
there is some H € H(p) with ¢ ¢ H. But also ¢ € hull(H N A) C H, giving a
contradiction.

Now let ' = {C'n (A) | C € C}. The elements of C" are all convex as subsets
of (A), and again pairwise intersect. Therefore, by the Helly Property in (A), we
have (C' # @. But ((C' C (A) and (C' C(C = {p}, and so p € (A) as required.

For the general case, recall from Subsection 7.5 that H U {@, M} admits a com-
pact topology such that H(a) is clopen for all a € M. Given any finite B C M, let
K(B)={(H,,H;) € H* | HHN H,N B = @, p € H N Hy}. This is clopen in H?
with the product topology. (To see this, write ; : H?> — H for projection to the
ith coordinate. Then K(B) = H(p)? N Nyep((mr (M \ H(b)) U (75 (M \ H(b))),
and each of these sets are clopen in H?.)

Now suppose that p ¢ (A). By the finite case above, we have K(B) # &, for all
finite B C A. Thus, the family of all such K (B) has the finite intersection property
in the compact space, H?, so there is some (Hy, Hy) in the intersection. We now
get Hi N Hy N A = @ as required. O

Note that, in the proof, we showed that () C(p) = {p}, and so the map [p — C(p)]
is injective. There are at most 2#4 possibilities for the sets H N A, and hence at
most 22" possibilities for C(p). This shows that #(A) < 22°* thereby giving
another (non-constructive) proof of Proposition 3.3.3.

Many of the median algebras arising in geometry have finite rank. For example,
finite dimensional CAT(0) cube complexes (see Sections 16 and 17) as well as those
arising as certain asymptotic cones (see Section 24).

However, many do not. An obvious example is an infinite direct product of
non-trivial median algebras. The median algebras arising from spaces of measured
walls (Section 19) typically have infinite rank.

Here is an example of a median algebra in which all non-trivial convex subsets
have infinite rank.
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Example. Let M be any median algebra with #M > 2. Let M?% be the set
of bi-infinite sequences, x = (z;);ez, with the product median structure. Given
n € N\ {0}, let P, € MZ consist of all n-periodic sequences (i.e. x;,, = x; for
all 7). This is a subalgebra of MZ, isomorphic to M™. If p,q,r € N\ {0}, then
B,P,P, C P, and so P :=J>7, P, is also a subalgebra of M?Z.

Suppose z,y € P. We have that z,y € P, for some p. If x # y, then there is
some k € Z such that z; # y; for all i € T := {pm + k | m € Z}. Let I = [z;, yi]u
for some i € Z. Given any n € N\ {0}, [z,y|p contains a copy of I"™, namely,
those z € P, for which z; € [z;,y;] for all i € T and 2, = z; for all i € Z\ Z. In
particular, [z, y|p contains an n-cube for all n € N.

8.3. Colourability.

A stronger notion related to rank is that of colourability. Certain naturally
occurring spaces are finitely colourable (for example most of those mentioned in
Section 24 — see the Notes to that section). There are a number of results to the
effect that a finitely colourable space can be embedded in a finite product of trees
— for example Proposition 15.3.1.

Here is the definition:

Definition. A median algebra, M, is v-colourable if there is amap y : W(M) —
{1,...,v}, such that if W, W' € W(M) with W t W’ then x(W) # x(W’).

We write W;(M) = x~'(i). We think of these walls as labelled with the “colour”,
l.
Remark. We are making no assumption at all regarding the regularity of the

function y. Indeed, this would make no sense for a general median algebra. In
certain cases, it may be possible to arrange for y to have some degree of regularity.

From Lemma 8.2.1, we see that if M is v-colourable, then rank(M) < v.

Remark. It is natural to ask conversely when rank(M) < v implies that that M
is finitely-colourable. This is true if ¥ < 2 (the case v = 1 is elementary) but
fails in general for v > 5. These facts were proven in [ChepH|. (The authors
refer to CAT(0) cube complexes rather than median algebras, but as we shall see,
the statements are equivalent.) It remains an open question as to whether the
implication is true when n = 3 or 4.

If N is a subalgebra of M and M is v-colourable, then so is N. (To see this,
note that, by Lemma 8.1.3, any wall of N has the form Wy for some wall, W, of
M. We choose any such W, and set the colour of Wy to be x(W).)

If M — M’ is an epimorphism, and M’ is colourable, then so is M. (Precompose
the colouring of M with the natural map W(M') — W(M).)

Typically, what one uses in practice is that any finite subalgebra of M is v-
colourable. Given the Axiom of Choice, this is in fact equivalent. For the proof,
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we use the fact (from Proposition 3.3.3) that finite subalgebras from a directed set
under inclusion. (We will make use of this principle again later.)

For the proof, if Il < M and W, W' € W(M), we write W thyy W’ to mean that
W II, W' h IT and Wy i W in 11

Lemma 8.3.1. A median algebra is v-colourable if and only if every finite subal-
gebra is.

Proof. We have already noted that any subalgebra of v-colourable median algebra
is v-colourable.

For the converse, suppose that every finite subalgebra of M is v-colourable.
Let U = {1,...,vPY®™) We give ¥ the product topology, which is compact by
Tychonoff’s Theorem. Let A be the set of finite subalgebras of M. Given II € A,
let Uy be the set of maps x : W(M) — {1,...,v} such that if W, W' € W(M)
with W thg W’ then x (W) # x(W’). Thus, Uy is a closed subset of W. Note that
if W i II, then Wy € W(II), and so any v-colouring, xy, of Il gives rise to an
element, x € Wy by setting x (W) = xn(Wn) for all W € W(M) with W h II, and
setting x (W) arbitrarily otherwise. In particular, Uy # @.

In fact, we claim that the family {¥}nea has the finite intersection property.
To see this, suppose that IIy,...,II, € A. Let Il = (I, U---UIl,) € A. Now
any v-colouring of Il gives us some element of Wy as described above. But if
W € W(M) crosses some I1;, then it crosses I1, and so Wy C Wy, for all . Therefore
U, N--- Ny, # & as claimed. Since ¥ is compact, (e Y # @. Moreover,
W thp, W’ implies W thyy W',

Now choose any x € (yeq Yn. We claim that x is a v-colouring of M. For
it W W' e M with W t W’ then certainly there is a finite subalgebra IT < M
with W thp W’. (See for example, Lemma 8.1.6.) Since y € WYy, it follows that
X(W) # x(W’) as required. O

We now consider intervals in a median algebra. (The following few results can be
interpreted intrinsically to an interval, and are really about bounded distributive
lattices.)

Let a,b € M. We have W(a,b) = W([a,b]). Given W € W(a,b), we will use
the convention that a € W~ and b € W+. We write W; < W, to mean that
W, NWy = @. This is equivalent to saying W, C Wy or to W,” C W;". We
write Wy < Wy to mean W; < Wy and Wy # Wy, We therefore have the following
tetrachotomy: if Wy, Wy € W(a,b), then exactly one of the relations W; = Wy,
Wi < Wy, Wy < Wy or Wi h W5 holds. We note that < is a partial order on
W(a,b). An antichain in W(a,b) is then a set of pairwise crossing walls. Thus,
any antichain has cardinality at most rank([a, b]).

We recall Dilworth’s Lemma [Dil] which says that if we have a partially ordered
set such that every antichain has cardinality at most n, then the set decomposes
as disjoint union of at most n chains.
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Lemma 8.3.2. Suppose that a,b € M, and that rank([a,b]) < v. Then [a,b] is
v-colourable.

Proof. By Dilworth’s Lemma, we can write W(a,b) = W; U --- UW,, where each
W,; is a chain. This means that if W, W' € W;, then either W < W’ or W’ < W.

This therefore gives a v-colouring of [a, b]. O

Recall that we also have a partial order on [a,b] (where z < y is equivalent to
a.x.y or to x.y.b). Note that x < y is equivalent to saying W(a,z) C W(a,y).

Given n € N, let [, = {1,...,n}, thought of as a finite rank-1 median algebra
(with the standard notion of betweenness).

Lemma 8.3.3. Suppose a,b € M, rank(|a,b]) < v and #W(a,b) = p < oo. Then
there is a monomorphism, [a,b] — [[._, I,,, where p; € N and Y., p; = p.

Proof. By Lemma 8.3.2, [a, b] admits a v-colouring: W(a,b) =W, LU---UW,. Let
pi = #W;. Given i € {1,...,v} and = € [a,b], let ¢;(x) = #W; N W(a,x)).
If x <y, then W(a,z) C W(a,y), and so ¢;(z) < ¢;(y). Since the order on
a bounded distributive lattice determines the median structure, it follows that
¢i : [a,b] — I,, is a homomorphism. Now let ¢(x) = (¢1(x), ..., ¢.(x)), so that
¢ : la,b] — [1_, I, is also a homomorphism. Moreover, ¢ is injective. For if
x # y, choose some W € W(z,y) C W(a,b). Up to swapping x and y, we can
suppose that W € W(a,y) \ W(a, z). Suppose W € W;. Since no two walls in W,
cross, W; N1 W(a,z) \ W(a,y) = &, and so ¢;(z) < ¢;(y). Thus ¢(z) # ¢(y). O

Note that it immediately follows that [a, b] is finite. In fact, we knew this already.
We can identify W(a, b) as the set of walls of [a, b] viewed intrinsically as a median
algebra. It follows that #[a, b] < 2P (see Corollary 3.2.14). Moreover, this does not
a-priori require [a, b] to have finite rank.

9. HALFSPACES AND DUALITY

In this section we study the structure of halfspaces in a median algebra. This
gives rise to a duality between median algebras and certain structures which we
call “prosets”. A proset is almost the same thing as what Roller calls a “poc set”
in [R] (except we are not allowing for the “zero” element of a poc set).

We give some examples of prosets. In particular, Example (Ex9.5) provides a
useful way of visualising such a structure in terms of arrangements of lines (though
it does not give a completely general picture). The duality alluded to is expressed
in terms of “flows” on a proset. The flows on a proper power set described in
Subsection 5.1 are a important examples. The duality is precise in the finite case:
the statements are given by Propositions 9.2.2 and 9.2.7. This will complete the
proof of Theorem 5.2.3. In fact, a more general statement, due to Nica, is given
here as Proposition 9.4.2. (There also are generalisations of the duality results to
the infinite case, see for example, Theorem 12.4.2.) In Subsection 9.5 we say more
about the structure of the space of flows, which will be relevant to the discussion
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of Roller boundaries in Subsection 11.12. At the end of the section, we return to a
brief discussion of boolean algebras.

9.1. Prosets.

Here is our definition of a proset:

Definition. A proset is a set, ), equipped with an involution [a — a*], and a
partial order, <, which satisfies:

(P1): Forall a,b € Q, a <b=b*<a*, and
(P2): There is no element a € €2 for which a < a*.

We write a < b to mean that a # b and a < b. Note that, given (P1), axiom
(P2) is equivalent to saying that for any a,b € €2, at most one of the six relations,
a=0b,a=0b"a<b b<a,a <b, a<b* holds.

We write a M b, to mean than none of these six relations hold. Note that
aMmMb< bha< ahb*. If this holds, we say that a and b cross.

Remark. If we assume that exactly one of these six relations holds for any a, b € 2
(that is, we never have a  b) then we arrive at the definition of a “protree” as
defined by Dunwoody. This corresponds to the “rank-17 situation. (We will give
the definition of “rank” in this context in Subsection 9.3.)

An intuitive way of thinking about a proset is as follows. We imagine some
ambient space. We think of each element of the proset as separating the space into
two pieces, and pointing towards one of them. The elements a and a* separate it
into the same two pieces, but point in opposite directions. One can think of the
relation a M b to mean that a,b cross, so that together they separate the space
into four pieces. If a (ff b, then they separate the space into just three pieces. The
statement a* < b (equivalently b* < a) can be interpreted to mean that a, b point
towards each other. Similarly the statement a < b* (equivalently b < a*) means
that they a,b point towards each other. This idea can be made explicit various
contexts. (See for example (Ex9.5) below.)

Note that any s-invariant subset of () is also a proset: a subproset.

Definition. A flow on a proset is a subset R C €2 such that:
(F1): For all a € Q, exactly one of a € R or a* € R holds, and
(F2): fae R, be Qand a <b, then b € R.

Thus, (F1) says that R is a x-transversal, and (given (F1)) (F2) is equivalent to
saying that we never have a < b*, for a,b € R. Note that a flow restricted to a
subproset is also a flow on that subproset.

Let F(£2) be the set of all flows on Q. We can view F(2) as a subset of the
power set, P(Q2), with the standard median. (Recall that the median, RST, of
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R, S, T C Q, is the set of elements of €2 which lie in at least two of the sets,
R, S, T.) It is readily checked that F({2) is a subalgebra.

By Lemma 2.1.3, the median interval, [R,S] C P(Q2), between two subsets
R,S CQisgiven by [R,S]|={T CQ|RNSCTC RUS}. (Note that this can
equivalently be written as RAS = (RAT)U (SAT), where “A” denotes sym-
metric difference, and “LJ” implies disjoint union. If R, S, T are all x-transversals,
then the statements RNS C T and T'C RUS are equivalent. In this case, RA S,
RAT and S AT are all subprosets of 2. In particular, this applies to any interval
in F(€2).) Viewing a flow as selecting an element from {a,a*}, for all a € €, we
can express this by saying that T agrees with R and S wherever R and S agree.

Here are some examples:

(Ex9.1): Let X be any set, and let P(X) be its power set. Let Py(X) = P(X) \
{2, X} be the “proper power set” of X. Given A € Py(X), let A* = X \ A,
and write A < B to mean A C B. Then Py(X) is a proset. The notion of a
flow on Py(X) coincides precisely with that defined in Subsection 5.1. (Note that
AN B = @ is equivalent to A C B*, which we are ruling out in each of the respec-
tive formulations.) Thus, F(Py(X)) is precisely the superextension, ®(X), of X,
defined in Subsection 5.1. (We remark that, with the same definitions, P(X), is a
poc set, as defined in [R], with 0 = @ and 0* = X.)

(Ex9.2): Suppose €2y, 5 are prosets. Let = Q; LIy, with the relation < defined
as the union of these relations on €; and Qs: (so that a M b for all a € ©; and
b € Q). With this structure,  is a proset. The flows on 2 are of the form R; LI Ry,
where R; is a flow in Q;. Identifying P(2) = P(Q1) x P(2), we see that F(Q) is
median isomorphic to the direct product F(£2;) x F(€23). This construction clearly
generalises to arbitrary disjoint unions.

(Ex9.3): Let M be any median algebra. Then the set of halfspaces, H(M), of M
is a subproset of P(M). We can think of a flow on H (M) as choosing a preferred
direction on each wall W € W(M), where we choose the halfspace W~ to lie in the
flow. We think of the wall as directed away from W™ and towards W~. Property
(P2) tells us that no two walls are directed away from each other. This gives the
intuitive sense of a “flow”. We note that if R € F(H(M)), then by definition, the
elements of R pairwise intersect, and so by the Helly Property (Lemma 7.1.1) any
finite subset of R has non-empty intersection.

(Ex9.4): Let M be the vertex set of a simplicial tree. Then M has the structure of
a rank-1 median algebra with the obvious betweenness relation (Ex3.1). We can
naturally identify W(M) with the edge set of M. A directed wall is then a directed
edge. A flow is then an assignment of directions which has no source. Such a flow
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either has exactly one sink in M, or else converges on an ideal point in the “bound-
ary” of M. We will explain this further in Subsection 11.12 (see Example (Ex11.2)).

(Ex9.5): A geometric example, which might help to visualise some of the construc-
tions, comes from families of lines in the plane, D = R2. By a “line” in D we mean
a properly embedded copy of the real line. To avoid technical topological issues we
can assume it to be piecewise linear (or we could take it to be smooth). Note that
a line, «, cuts D into two connected components, or “halfpaces”. A “transverse
orientation” on « consists of a choice of one of the halfspaces. We imagine the
transverse orientation pointing towards this halfspace.

By an “arrangement” we mean a locally finite family of lines such that any two
meet, if at all, transversely at a single point. We will also assume that no subset
of three lines intersect. The set of lines with their transverse orientations then has
the structure of a proset. The involution reverses the transverse orientation, and
we write @ < b to mean that the corresponding lines are disjoint, the orientation
on a points away from b, and the orientation on b points towards a. In this way,
a M b means that the underlying lines meet transversely at a single point.

A particular example is to take D = H? to be the hyperbolic plane, and lines to
be bi-infinite geodesics. We will return to this example in Subsection 9.4. One can
also generalise to higher dimensions: see Example (Ex19.4) of Subsection 19.4.

9.2. Duality.

Let M be a median algebra. We define a map n : M — F(H(M)) by setting
n(x) = {H € H(M) | v € H}. (Here, H(M) is the proset of halfspaces, as in
Example (Ex9.3) of the previous subsection.)

Lemma 9.2.1. The map n is a monomorphism of median algebras.

Proof. The fact that n is a homomorphism is purely formal. Let x,y, 2 € M. Then
H e n(zyz) & xyz € H < at least two of x,y, z lie in H < H lies in at least two
of n(x),n(y),n(z) < H € n(x)n(y)n(z).

To see that 7 is injective, let x,y € M with x # y. By Proposition 3.2.11, there is
some H € H(M) with x € H and y ¢ H. In other words, H € n(x) and H ¢ n(y),

so n(z) # n(y). O

In general n need not be surjective. (See the discussion of Roller boundaries in
Subsection 11.12.) However:

Lemma 9.2.2. If M is a finite median algebra, then n : M — F(H(M)) is an
tsomorphism.

Proof. It remains to show that 7 is surjective. Let R € F(H(M)). Then R is a
finite family of pairwise intersecting convex sets. By the Helly Property (Lemma
7.1.1), MR # @. Let x € (JR. Then R C n(x). But R and n(x) are both
s-transversals, so R = n(x). O
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Now let X be any set, and let F'(X) be the free median algebra on X.

We have a map [H — HNX]: H(F(X)) — Po(X). In fact, this is a bijection.
Its inverse arises directly from the defining property of F'(X). Given any A €
Po(X), its characteristic function is a surjective map X — {0, 1}, which has a
unique extension to an epimorphism, ¢4 : F(X) — {0,1}. Now H = ¢,'(1) is
a halfspace with H N X = A. Its uniqueness comes from the uniqueness of the
extension ¢4. Moreover, the map [H — H N X] clearly respects inclusion and
complements. We have shown:

Lemma 9.2.3. The map [H — HNX]: H(F(X)) — Po(X) is an isomorphism
of prosets.

This induces a canonical median isomorphism F(H(F(X))) — F(Po(X)) =
d(X).

Now if X is finite, Lemma 9.2.2 tells us that  : F(X) — F(H(F(X))) is an
isomorphism. The composition therefore gives us a canonical median isomorphism
F(X) — &(X).

In fact, the explicit construction of FI(X) gave us FI(X) C ®(X). We can now
prove Theorem 5.2.3 which asserted that for X finite, we have, F'(X) = ®(X).

Proof of Theorem 5.2.3. 1t is sufficient to observe that #F(X) = #®(X), since
these are isomorphic.
Alternatively, unravelling the definitions, one sees that the inclusion F(X) C

®(X) agrees with the isomorphism constructed above: they both extend the natural
inclusion of X into ®(X). d

So far, we have made no use of general prosets, other than as a source of termi-
nology.

We now want to show how to recover median algebras from prosets, so as to
obtain a complete duality in the finite case.

Let Q be a proset. By a partial flow on () we mean a flow on some subproset
of Q. In other words, R C 2 is a partial flow if there does not exist a € ) with
a,a* € R. nor do there exist a,b € R with a < b*.

Lemma 9.2.4. Every partial flow on a proset can be extended to a flow.

In particular, every proset admits a flow.
The proof in general uses Zorn’s Lemma, though for a finite proset it amounts
to a simple induction.

Proof. Let U C ) be a partial flow. Let R be the set of all partial flows that
contain U, ordered by inclusion. Clearly R is closed under increasing union. Let R
be a maximal element of R as given by Zorn’s lemma. We claim that R is a flow.
In other words, we need to check that R is a *-transversal.

Suppose, for contradiction, that b € 2 with b,b* ¢ R. If ¢ < b for some ¢ € R,
set T'= RU{b}. If d < b* for some d € R, set T'= RU {b*}. Note that these
cannot both hold, as they would imply ¢ < b < d*, contrary to the assumption
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that R is a partial flow. If neither holds, we set 7= RU{b} (or T'= R U {b*}
arbitrarily).

We claim that T is a flow. In the first case, suppose e € R with b < e,
then ¢ < b < e*, contrary to the assumption that R is a partial flow. A similar
contradiction arises in the second case. In the third case, b < e* would imply e < b*
contrary to our assumption.

This contradicts the maximality of R, and so the lemma follows. U

As a variation on the last lemma, we have:

Lemma 9.2.5. Suppose that §2 is a proset, and that 0y C Q is a subproset such
that either a = b* or a M b for all distinct a,b € y. Then there is a flow, R, on
Q\ Qo such that for any flow U on Qy, RUU is a flow on Q.

(Note that in this case, any *-transversal on {2y will be a flow on €.)

Proof. Let S be the set of partial flows, S, on '\ € such that SUU is a flow on
Q) for all flows U on €. As with Lemma 9.2.4, S has a maximal element, . We
claim that R is a flow on .

For suppose b € Q with b,b* ¢ R. If ¢ < b for some ¢ € RU Sy, set T = RU{b}.
If d < b* for some d € RUQq, set T = RU {b*}. Again we claim that these
cannot both hold. For if they did, we would get ¢ < d*. In this case, ¢, d cannot
both lie in €2y by hypothesis; neither can they both lie R, since R is a partial flow.
If ¢ € Qy and d* € R, choose any flow U on () containing ¢, and we contradict
the assumption that R U U is a flow. We get a similar contradiction if ¢ € R and
d* € Q. This proves the claim. If neither of these conditions holds, we (arbitrarily)

set T'= RU {b}.
Similarly as with Lemma 9.2.4, we see that T" is a flow, contrary to maximality
of R. U

Given a € Q, let H(a) = {R € F(Q) | a € R}. Lemma 9.2.4 (applied to the
partial flow {a}) tells us that H(a) # @. Note that H(a) is convex in F(2). We
also have H(a*) = (H(a))*. In other words, Q = H(a)U H(a*). Moreover, if a < b,
then H(a) < H(b) (since if R € H(a), then a € R, so b € R since R is a flow, and
so R € H(b)).

This construction gives us a map: H :  — H(F()).

Lemma 9.2.6. H is a monomorphism of prosets.

Proof. We have already observed that H is a proset morphism, so it remains to
check that H is injective.

Let a,b € Q with a # b. If b = a*, then H(b) = (H(a))*, so certainly H(a) #
H(b). So suppose b # a*. Let R be a flow on Q\ {a,a*} as given by Lemma
9.2.5 (with Q = {a,a*}). Thus S := RU{a} and T := RU {a*} are both flows
on ). Now either b lies in both S and T, or in neither. In other words, either
S,T € H(b) or else S, T € (H(b))*. However, S € H(a) and T € (H(a))*, and so
H(a) # H(b). O
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Proposition 9.2.7. IfQ is a finite proset, then H : Q — H(F(Q)) is an isomor-
phism of prosets.

Proof. Tt remains to check that H is surjective.

Let G € H(F(R2)). That is, G is a halfspace of the finite median algebra, F(€2).
By Lemma 7.3.6, there are mutual gates, R € G, and S € G*. Since R # S, there
is some a € Q with a € R and a* € S. We claim that G = H(a).

To see this, let T' € G. Since R is a gate for S in GG, we have T.R.S in the
median structure of F(£2). This is equivalent to the statement R C S UT. Now
since ¢ € R and a* € S, we must have ¢ € T. That is, 7' € H(a). This shows
that G C H(a). Similarly (swapping the roles of a and a*) we have G* C H(a*).
It follows that G = H(a) as required. O

In summary, we have a complete duality between finite median algebras and
finite prosets, given by the maps [M — H(M)] and [Q — F(2)], where H(M) is
the proset of halfspaces of M, and F(€2) is the median algebra of flows on €.

There are more general duality results for infinite median algebras and prosets,
though one needs to equip the spaces with appropriate topologies. One such re-
sult, due to Roller [R], is given as Theorem 12.5.1 here. Given some straightforward
facts about topological median algebras, the proof of this just involves adapting
the arguments we have already given. We will postpone discussion of this until
Subsection 12.5.

We proceed to make some further observations regarding the constructions we
have described.

9.3. The rank of a proset.

First we can give some further description of intervals in F(£2) for a proset (2.
Given R, S € F(Q), recall that RA S is a subproset of 2. We have observed that
T e [R,S]ifand only if RAS = (RAT)U(SAT). Note that TN (RAS) is a
flow on R A S. Conversely, given any flow, U, on RA S, (RNS)UU is a flow on €.
(To see this, note that (RN S) U U is a x-transversal. Suppose, for contradiction,
that a,b € (RNS)UU, with a < b*. We cannot have a,b € RN S or a,b € U, since
these are all flows. If a € RN S and b € U, then without loss of generality b € R,
contrary to the fact that R is a flow. We get a similar contradiction if @ € U and
b€ RN S.) This gives us a natural bijection between [R, S] and F(RA S).

Note that any proset with at least four elements admits at least three flows. It
follows that R, S € F(2) are adjacent if and only if S = (R\ {a}) U {a*} for some
a € R. In other words, R, S differ by applying the involution to a single element.
(We generally refer to such an operation as flipping that element.)

Definition. The rank, rank(2) of a proset, Q is the maximal cardinality of a
finite subset A such that a M b for all distinct a,b € A. We deem it to be oo if
there is no such bound.
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Lemma 9.3.1. rank(Q2) = rank(F(Q2)).

Proof. The fact that rank(Q2) < rank(F(€2)) follows easily from Lemma 9.2.5. (Note
that any =-transversal on €y := {a,a* | a € A} is a flow, and these flows form a
cube of rank #A, embedded in F(£2).)

To see that rank(F(£2)) < rank(€2), suppose that @ C F(£2) is an n-cube. Choose
any R € @, and let Sq,...,5, € @ be the adjacent vertices. For each 7, choose
some a; € R\ S;. We claim that a; M a; for all i # j. Since R is a flow, we have
a; £ aj. Since R € [S;, Sj] we have R C S;U S}, so a; € R\ S; C .5;. Since a € Sj,
and S is a flow, we have a; £ a* = a;. Similarly, a; £ a;. Finally, let T' € @ be
the fourth vertex of the square containing R, S;, S;. Now S; € [R,T], so S; C RUT,
soa; € S;\ R CT. Similarly, a5 € T. Since T is a flow, we get aj £ aj* = a;.
This shows that a;  a;, proving the claim. We set A = {a1,...,a,}. O

One can define a notion of an “unoriented” proset. Such a structure arises as
a quotient, /%, of a proset, Q, by the involution, [a + a*|. As such it inherits
a binary “crossing” relation, and a ternary “betweenness” relation, as we describe
below. One can axiomatise the class of such structures, so as to be able to recover
a proset in a canonical way. We will not do this explicitly here, since we do not
need it. We will just describe a few of the basic properties which will be useful
later.

As particular examples, we can think of Py(X)/* as the set of all non-trivial
partitions of X into two non-empty subsets. If M is a median algebra, then we can
identify H(M)/* with W(M). In the example of an arrangement of lines (Example
(Ex9.5) above) we just forget the transverse orientations etc.

Let 2 be a proset. A typical element of Q/x has the form o = {a, a*} for a € Q.
Given «, 5 € Q/x, write o h 5 to mean a th b for some (hence any) a € « and
b € 5. In this case, we say o crosses . Given «, 3,7 € /%, write a : 5 : 7y to
mean that a < b < ¢ for some a € a, b € § and ¢ € v. Note that this implies
v B« (since ¢* < b* < a*) and that «, 3,7 are pairwise non-crossing. We think
of B as lying strictly between « and «y. (This has an obvious interpretation in each
of the examples of Subsection 9.1.) We say that «, 3, are nested if one of the
statements o : §: v, f: v :aorv:«a: (8 holds. It is easily checked that these
three cases are mutually exclusive.

We say that «, 8,7 € Q/* are unnested if a* < b, b* < ¢ and ¢* < a, for some
a € a,be B, ce . Note that this is equivalent to b* < a, ¢* < b and a* < ¢, so
it is independent of the order of «, 3,~v. Again, «, 3, are pairwise non-crossing,
and not nested.

To justify the terminology, we note:

Lemma 9.3.2. Ifa, 3,y € Q/* are distinct and pairwise non-crossing, then «, 3,y
are either nested or unnested.

Proof. Since « ff 3, we have a* < b for some a € o and b € 5. Also, we have either
¢ < a* or a* < ¢ for some ¢ € 7. Now one of the relations b < ¢, ¢ < b, b < ¢*
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or ¢* < b must hold. These four cases give respectively a : 8 : v, a : v : 3, the
contradiction a* < ¢*, and that a, 8, are unnested. U

For future reference, we make the following observation.
Lemma 9.3.3. Any infinite proset admits infinitely many flows.

Proof. First suppose that rank(€2) = co. Then we can find subsets of 2 of arbitrar-
ily large finite cardinality whose elements pairwise cross. We can arbitrarily swap
the orientation on any subset of such a set to give a partial flow on €2, which then
extends to a flow. This gives rise to infinitely many distinct flows.

On the other hand, if rank(€2) < oo, then we can find an infinite chain ® C Q
(for example, applying Dilworth’s Lemma). If a € ®, we obtain a partial flow as
{*|be d,b<a}U{be ®|a < b} Extending to 2, these again give infinitely
many distinct flows. U

Since the interval [R, S| is naturally identified with the set of flows on R A S, as
an immediate corollary we have:

Corollary 9.3.4. If R, S are flows on a proset S0, then [R,S] is finite if and only
if RAS is finite.

9.4. The discrete case.

The following construction will be referred to again in Section 19. A downward
sequence is a subset of 2 which is order isomorphic to —N C Z. In other words,
we can index it as an infinite sequence ag > a; > as > ---. We write F;(Q2) C
F(Q) for the set of flows F(€2) which do not contain any downward sequence. We
claim that F;(2) is convex in F(2). To see this, suppose that R, S € F;(€2) and
T € [R,S]r). Then T'C RU S, and so any infinite downward sequence in 7'
would have to contain an infinite subset in either R or S, giving a contradiction.
It follows that 7" € F;(£2) as required.

We remark that in general, F;(€2) might be empty. For example, let P = {1/n |
n € Z\ {0}} € R with the usual linear order, and let Q = P x {—1,1}. Let
(,6)" = (—x,—6) and write (x,6) < (y,€) if z <y and § = €. Then Q is a proset
with F1(€2) = @. We will give a condition under which F;(2) # @ as Proposition
9.5.11.

We say that a median algebra is discrete if all intervals are finite. (This will
be the topic of Section 11.)

We say that a proset is subinfinite-rank if any set of pairwise-crossing elements
is finite. Clearly finite-rank implies subinfinite-rank.

Lemma 9.4.1. Suppose that Q is a subinfinite-rank proset. Then F1(2) is a
discrete median algebra.

Proof. Let R,S € Fi(2). Now Qp := RAS is a subproset of ). Moreover,
[R, S]7(q) consists of those T' € F(2) for which Qy = (RAT)U (SAT). To show
that [R, S|z is finite, we therefore need to show that €2 is finite.
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First note that y/+ has no unnested triples. For suppose a,b,c € Qy with
a* < b, b* < cand ¢* < a. Without loss of generality, we can suppose that a,b € R.
Then a*,b* € S, and a* < b**, contradicting the fact that S is a flow.

Now suppose for contradiction that )y is infinite. We note that there is an infinite
subproset, Q; C Qq, such that a # b for all a,b € ;. (This follows by applying
Ramsey’s Theorem for infinite graphs to the complete graph on /%, where we
colour each edge, «, 3, according to whether oo th 5 or «v (fi 5. By hypothesis there
is no infinite monochromatic clique of the first colour, so there must be one of the
second. This gives us € /x.)

By Lemma 9.3.2, any three elements of €2; are nested. It follows that we can
partition ; into two totally ordered sets, swapped by the involution on €;. In

particular, €2; contains a downward sequence ag > a; > as > ---. Now ()3 C
R U S, and so this has an infinite subsequence in either R or S, contradicting
R, S € Fi(Q). O

Note that the rank of € is also the maximal cardinality of any set of pairwise
crossing elements of /. By Lemma 9.3.1, we have rank F;(Q2) < rank F(Q2) =
rank €.

Example. As an example, consider a locally finite family of bi-infinite geodesics
in the hyperbolic plane H?. Suppose that there is some § > 0 such that no two of
these geodesics meet at an angle less than 6. A simple geometric argument shows
that there is some v = v(6) € N, such that any subset of pairwise crossing geodesics
has cardinality at most v. It follows that F;(2) is a discrete median algebra of
rank at most v. (This is essentially the same as saying that it is a CAT(0) cube
complex of dimension at most v.)

Such a situation might arise, for example, if we have a finite set of closed geodesics
on a closed hyperbolic (i.e. constant curvature —1) surface, 3. The universal cover
of ¥ is isometric to H?, and the preimages of the closed geodesics give rise to such a
family of bi-infinite geodesics. We therefore get a finite-dimensional CAT(0) cube
complex with a natural action of 7 (X).

In higher dimensions, one can generalise to a family of codimension-1 hyper-
planes: see Example (Ex19.4) of Subsection 19.4.

Let X be any set, and let H C Py(X) be a subproset (i.e. closed under the
involution x). Let F = F(H). We have a map n : X — F defined by n(z) =
{H € H |z € H} as in Subsection 9.2. We say that H is discrete if n(x) An(y)
is finite for all z,y € X. (This is a “space with walls” which we discuss further
in Section 19.) For the remainder of this subsection, we will assume that H is
discrete.

We say that a flow, R € F, is almost principal if R/ n(zx) is finite for some
(hence any) z € X. We write Fy C F for the set of almost principal flows.
Note that this is a subalgebra of F. Also, if R, S € Fy, then RA S is finite. It
follows that [R, S]x, is finite, so Fj is a discrete median algebra. We also note that
Fo € Fi(H) as defined above.
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We can get from S to R by a sequence of “flips”, replacing some element A € S
by A* at each stage. One way to see this is to note that two elements of Fy are
adjacent if and only if they differ by a flip. This follows as in the proof of Lemma
5.3.2. (It was assumed there that X is finite, but the argument only really required
that R A S be finite.) Alternatively, we can use induction on #(S\ R): if A € S\ R
is minimal with respect to inclusion, then (S'\ {A}) U{A*} € F.

Let (n(X)) be the subalgebra of F generated by n(X). Clearly, (n(X)) C Fo.
In fact:

Proposition 9.4.2. F, = (n(X)).

Proof. 1f not, by the above observation, we can find P € (n(X)) and R € Fy \
(n(X)), with P = (R\ {A}) U{A*} for some A€ R. Let S={S € (n(X)) | A e
S} C Fy. Note that S # @ (since n(z) € S for any x € A). Choose S € S with
#(S'\ P) minimal. We claim that S = R. Since R, S are both x-transversals, it is
enough to show that S C R.

Suppose to the contrary that there is some B € S\ R. Now A,B € S, so
B # A*. Therefore, we also have B € S\ P. Since A, B* € R, and R is a flow,
we have AN B* # @&. Choose x € AN B* and let T" = n(z) and U = PST.
Since P,S,T € (n(X)), U € (n(X)). Now A€ SNT C U, and so U € S. Since
UCPUS,wehave U\ P C S\ P. Also B* € PNT CU,so B ¢ U. Thus, U\ P is
a proper subset of S\ P, contradicting the minimality of #(S\ P). We have shown
that S C R, and so R = S as claimed. Since R ¢ S, this is a contradiction. O

In the case where X is finite and H = Py(X), then Fy = F is the superextension,
®(X), of X, as defined in Subsection 5.1. This gives another proof of Theorem
5.2.3.

9.5. The structure of the space of flows.

We make some further observations about the structure of flows on a proset. We
describe a quotient, F , of the set of flows. Under certain assumptions, this will be
discrete (Proposition 9.5.4). The equivalence class of a flow can be described in
terms of the set of downward sequences which it contains. This will be of relevance
to the Roller boundary as we discuss in Subsection 11.12 (see Proposition 11.12.10
and related discussion). We will make frequent use of the fact (Lemma 9.2.4) that
any partial flow can be extended to a flow.

Let Q be a proset, and F = F(Q2) be the set of flows. We define an equivalence
relation, ~, on F by writing R ~ S if #(RAS) < oo. Note that by Corollary
9.3.4, R ~ S if and only if #[R,S] < co. In other words, ~ is the same as the
relation that we defined on an arbitrary median algebra in Example (Ex3.7) of
Subsection 3.4.

Let F = F(Q2) = F/~ be the quotient median algebra. Denoting equivalence
classes by [.], by definition we have [R][S][T] = [RST] for R, S,T € F. Note that
if [R].[T].[S] holds, then [T] = [RST], so (replacing T' by RST) there is no loss in
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assuming that R.T.S holds. As we have noted, the latter is equivalent to saying
that RNS C T, or that T C RU S in Q.

Recall the notion of a “downward sequence” in 2, as defined in the previous
subsection. We say that b € () is a lower bound for the sequence « if b < a for all
a € a. A subset Q' of Q is boundless if no downward sequence in 2’ has a lower
bound in 2. Of course we can apply this terminology to a downward sequence or to
Q) itself. (Note that if 2 is subinfinite-rank, as defined in the previous subsection,
then € is boundless if and only if {¢ € Q | a < ¢ < b} is finite for all a,b € .)

Let £ = L(2) be the set of downward sequences in . Given «, 5 € L, write
a ~ [ to mean that they are cofinal in the sense that (Va € «)(3b € B)(b < a)
and (Vb € f)(Ja € a)(a < b). Clearly, this is an equivalence relation, and we write
L= ﬁ(Q) = L/~. We again denote equivalence classes by [.]. Note that if a € L,
then J[a] C Q is a partial flow. (In fact, (J[a] is the set of b € Q with b > a for
some a € «.)

Suppose R € F. Note that if a € £ with #(a N R) = oo, then in fact a C R.
(For if a € «, there is some b € a N R with b < a, so a € R.) Write L(R) = {«a €
L | a C R}. It is easily checked that if & € L(R) and f = «, then § € L(R).
Moreover, if R ~ S, then L(R) = L(S). This gives us a map,

A F— P(L),

where A([R]) = {[a] | « € L(R)} for all R € F. In fact, if [a] € A([R]), then
a € L(R) for any representative a.
The image, A\([R]), will give us information about the structure of [R] and its

position in the quotient space F.In particular, we are aiming at Propositions 9.5.4,
9.5.11 and 9.5.14. We begin with:

Lemma 9.5.1. )\ is a median homomorphism.

Proof. Tt is enough to show that if [R].[T].[S] holds for R, S, T € F, then \([R]).\([T]).A([S])

A

holds in P(L). This is purely formal. We observed earlier that we can assume that
R.T.S holds in F: in other words RN S C T. For the conclusion, we want to show
that A([R]) N A([S]) € A([T]). Now if [a] € A([R]) N A([S]), then o € L(R) N L(5),
soaCRNSCT,soaeL(T),so|a] € A\([T]) as required. O

Lemma 9.5.2. If Q) is subinfinite-rank, then X\ is injective.

Proof. Suppose R, S € F with R # S. The proset R/A S is infinite, and as in
the proof of Lemma 9.4.1, we can find a downward sequence, « € RAS. We
can suppose that #(a N R) = co. But then @« C R. Thus, o € L(R) \ L(S), so
[a] € M([R]) \ A([S]). In particular A([R]) # A([S]). O

The following construction will be used at various points. Suppose A C L. We
can choose a representative, a, for each [a] € A. (In subsequent notation, we will
generally assume that we have done so.) We set U = U(A) = U ear € Q. If

Q2 is boundless (no downward sequence has a lower bound) and A is finite, we can
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always choose our representatives such that there do not exist a,b € U with a* < b.
(For suppose [a], [5] € A. Let a be the initial (maximal) element of . Since § has
no lower bound, there must be some b € § such that a* < b fails. It follows that
¢* < d also fails for all ¢ < a and d < b. We can now replace 8 by {d € | d < b}.
We can do this in turn for each pair of elements of A.)

Lemma 9.5.3. Suppose §2 is boundless, and let n € N. Suppose that R € F is such
that every set of pairwise crossing elements of R has at most n elements. Then

#A([R]) < n.
Proof. Write A = A([R]). Suppose, for contradiction, that #A > n. Let U = U(A)

be as constructed above. Now U C R. Since R is a flow, we cannot have a < b*
or a = b* for any a,b € U. By construction of U, we cannot have a* < b. Thus, if
a,b € U are distinct, we must have a th b, a < b or b < a. It follows by hypothesis
that any antichain in U has cardinality at most n. By Dilworth’s Lemma (cf. the
proof of Lemma 8.3.2) we can write U as a union of n chains: U = U;U---UU,. If
[a] € A, then #(aNUj(a)) = oo for at least one i(a) € {1,...,n}. Since #A4 > n,
there are distinct [, [3] € A with i(a) = (). In other words, a NV and SNV
are both infinite, where V' = Uj(,). Since a % f3, after swapping o and 3, we can
suppose that there is some a € « such that b £ a for all b € 3. Since V is a chain,
we must have a < b. This implies that a is a lower bound for 3, contrary to our
assumption on R. O

As a consequence, we get the following:

Proposition 9.5.4. If Q) is a subinfinite-rank boundless proset, then ]:"(Q) 15 dis-
crete.

Proof. SuppPSe [R],[S] € F. By Lemmas 9.5.1 and 9.5.2, %\ maps the interval
[[R], [S]] € F injectively into the interval [A([R]), A([S])] € P(L). Now any element
of [A([R]), A([S])] is a subset of A([R])UA([S]) C L. Moreover, A([R])UA([S]) is finite

by Lemma 9.5.3, and so there are only finitely many possibilities for this element.
In other words, [A([R]), A([S])] is finite, so [[R], [S]] is finite as required. O

Given a subset, A C £, let F4 = {R € F | A C A([R])}. Clearly this is a union
of ~-classes. In fact:

Lemma 9.5.5. F4 is convex in F.

Proof. Let R,S € Fypand T € [R,S] C F. If [a] € A C A([R]) N A([S]), then
a CRNS CT,so[a] € X([T]). This shows that A C A\([T]), so T € Fa. O

Let U = U(A) = Ujpjea @ € Q, as defined earlier.
Lemma 9.5.6. F4 # & if and only if U is a partial flow on 2.

Proof. If R € F,4, then U C R, so U is a partial flow. Conversely, if U is a
partial flow, we can extend it to a flow, R C Q. If [a] € A, then « C U C R, so
[a] € A([R]). This shows that A C A([R]), so R € F4, and so Fq # &. O
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Suppose o € L. It is easily seen that if an element, b € (), crosses infinitely
many elements of «, then it crosses all but finitely many elements of a. We write
Q. C € for the set of such b. We also easily check that this only depends on
the ~-class of a. (These statements are both based on the observation that if
a < a < a” with a b and o’ M b, then o’ th b.) Given a subset, A C L the set
Oy = ﬂ[a] ca §o is therefore well defined. Note that (24 is a subproset of {2. Define
amap 0 : Fa — F(Q4) by restricting flows to 4. This is clearly a median
homomorphism. Under the combined hypotheses of the following two lemmas, this
is an isomorphism.

Lemma 9.5.7. If Q) is boundless then 0 is injective.

Proof. Suppose for contradiction that R, S € F4 are distinct with (R) = 6(5). In
other words, R, S agree on 4. Since R # S, we can find b € R with b* € S, and
so b ¢ Q4. Thus, there is some [a] € A with b ¢ €,. We can suppose that b i a
for all @ € a. Now a C A([R]) N A([S]), so « € RN S, and it follows that neither
a < bnor a < b* can hold. Therefore we have either b < a or b* < a. It follows
that either b or b* is a lower bound for «, contrary to our hypothesis on €. U

Lemma 9.5.8. If Fa # @, then 0 is surjective.

Proof. Let U be as in Lemma 9.5.6. Since F4 # @, U is a partial flow. If R €
F(Q4), then RUU is also a partial flow. (Otherwise we would have b € R and
a < b* for some a € a where [a] € A. Then ¢ < b* for all ¢ < a, so ¢ (fi b. But since
be RC Q CQ,, this gives a contradiction.) We now extend RUU to a flow, S,
on €. Then 0(S) = R and S € Fy4. O

(Of course, it is possible that Q4 = &, in which case, F(Q4) = {@}.)
We can now apply this as follows:

Lemma 9.5.9. Suppose Q is boundless and A C L with Fs # @. Then rank(F4)+
#A <rank(F(Q)).

Here we can assume that all these numbers are finite: if #A were infinite, then
applying the result for arbitrarily large finite A we get that rank({2) is infinite.
That is all we are claiming in that regard.

Proof. By Lemmas 9.5.7 and 9.5.8, we have F4 = F(4), and so rank(F4) =
rank(F(24)). (We only really need Lemma 9.5.7 for the current proof.) Therefore,
by Lemma 9.3.1, the inequality is equivalent to asserting that rank(24) + #A <
rank(€2). Let A = {[aq], ..., o]} with oy, ..., € £, with a; % o for i # j. (So
n=#A.) Let U =a3U---Uaq,. As discussed before Lemma 9.5.3, we can assume
that there do not exist a,b € U with a* < b. By Lemma 9.5.6, U is a partial flow
on (2, so we cannot have a < b* either. Thus one of a < b, b < a or a M b must hold.
Let by,...,b, € Q24 be a set of pairwise crossing elements of 24. We want to show
that m +n < rank(€2). We can assume that b; h a for all ¢ and for all a € U (after
removing finitely many elements from each «;). If there were a set of n pairwise
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crossing elements of U, then taking this set together with {b1,...,b,,}, we would
get rank(€2) > m + n, as required. So suppose, for contradiction, that no such set
exists. It follows that any antichain in U has cardinality at most n — 1. We can
now proceed similarly as in the proof of Lemma 9.5.3. By Dilworth’s Lemma, we
can partition U into n — 1 chains. At least one of these chains meets two distinct
a; and «a; each in an infinite set. Since «; # «a;, we contradict the hypothesis that
Q) is boundless, similarly as before. O

Corollary 9.5.10. Suppose Q) is boundless. If R € F, then rank(|R]) +#A([R]) <
rank F(2).

Proof. Let A = A([R]). Then [R] C Fy, so rank([R]) < rank(F,). The statement
now follows from Lemma 9.5.9. g

We next want to interpret the quantity #A([R]) in terms of the intrinsic structure
of F.

For the remainder of this subsection, we will assume that €2 is non-empty,
subinfinite-rank and boundless. X

Since A is injective, there is at most one [R] € F with A\([R]) = @. This class (if
it exists) is precisely the convex subset of flows F;(€2) C F, defined in the previous
subsection. We observed there that in general this might be empty. However,
under the present assumption, we have:

Proposition 9.5.11. If Q is subinfinite-rank and boundless, then F,(Q2) # @.

We will give this as a corollary of a more general result, namely Lemma 9.5.12.
(For the application to the Roller boundary in Subsection 11.12, the existence of
such flows is clear.)

First we give some more general discussion.

Given «, 8 € L, write @ =< f to mean (Vb € 3)(Ja € a)(a < b). Note that <
is transitive, and by definition o ~ f < (o <X f & f =< «). We can also write
[a] <[] to mean a < 3. In this way, < is a partial order on L.

Suppose a A [. In other words, there is some b €  such that a £ b for all
a € a. Note that a £ ¢ for all ¢ < b, and so replacing 8 by {c € | ¢ < b}, we can
suppose this holds for all a € a and all b € 3. Since €2 is boundless, from an earlier
discussion, we can also suppose a* £ b for all such a, b. Finally, if U is a partial
flow then also a £ b*. Therefore, in the last case, we can assume (after removing
finitely many elements from the sequences) that for all @ € « and all b € 5 we have
either b < a or b a.

Suppose A, B C L are finite and disjoint and suppose that a £ 3 for all [a] € A
and [] € B. Let U(AU B) = U(A) UU(B) be as constructed earlier, so that
a* £ b for all a,b € U(AU B). Suppose that U(A U B) is partial flow. Applying
the construction of the previous paragraph for all pairs «, 3, we can suppose that
ifa e U(A) and b € U(B), then b < a or b h a.
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Now suppose R is a flow with A([R]) = AU B. Let R' C R be the set of d € R
such that d < b for some b € U(B). Let S = (R\R)U{b* | b € R'}. In other words,
we “flip” all the elements of R'. Note that U(A) C RNS and U(B) C R' =R\ S.

Lemma 9.5.12. S is a flow with A([S]) = A.

Proof. To check that S is flow, suppose for contradiction that ¢,d € S with ¢ < d*.
Since R is a flow, we can suppose that ¢ ¢ R. Thus, ¢* € R\ S = R/, so there is
some a € U(B) with ¢* < a, or equivalently, a* < ¢. If also d ¢ R, then similarly,
we have d* < b for some b € U(B). But then a* < ¢ < d* <b, so a* < b, which
we disallowed in our construction of U(A U B). Thus, d € R. But then, since
d < c*<ae€U(B), wehave d € R'. Thus d* € S, contradicting our assumption
that d € S.

This shows that S is a flow. It remains to show that A\([S]) = A.

We have noted that U(A) C S and U(B) N S = @. Therefore A C A([S]) and
BN A([S]) = @. Since A([R]) = AU B, it remains to show that A([S]) C A([R]).

Suppose, for contradiction, that v € £(S) \ £L(R). Then v C S and we can
suppose that YN R = @. Since € is boundless, we can suppose that we have ¢* £ b
forany b€ f € B and any ¢ € 7. Butif ¢ €, thenc € R\ S, soc* € S\ R= R/,

so there is some b € U(B) with ¢* < b giving a contradiction. O

Now suppose #A([R]) = n < oo. Now A([R]) is partially ordered by <. We
can write A = {[oq],..., @]} such that a; A a; whenever i < j. (Inductively,
choose [a;41] to be =-maximal in A\([R]) \ {[a1],...,[a]}.) Giveni € {0,1,...,n},

let A; = {[ey] | j < i} and B, = {[ay] | 7 > i}. Thus, A([R]) = A; U B;. (Note
that Ap = @ and A, = A.) Let S; be the flow constructed as above, so that
A([Si]) = A;. In particular, we have A([Sp]) = @. We immediately get:

Proof of Proposition 9.5.11. We start from any flow R € F. By Lemma 9.5.3,
#A([R]) < co. We now apply the above to give us Sy € F;. (To be precise, we
should also make the observation that if Q = &, then F;, = {0} # @.) O

Now the sequence (A([S;])); is strictly increasing. It is therefore monotone in
the median structure on P(L). (If i < j < k, then A([S;]) N A([Sk]) € A([S,]], so
A(S)-A([S;]).A([Sk]).) Since A : F — P(L) is a monomorphism, it follows that
([Si]); is also monotone in F.

This shows (under the standing assumption that € is boundless and of subinfinite

rank):

Lemma 9.5.13. If [R] € F, then there is a strictly monotone sequence of length
#A([R]) + 1 from Fy to [R] in F.

Given that F; is non-empty, the following is straightforward:

Proposition 9.5.14. Suppose Q is boundless and of subinfinite rank. If [R] €

F, then any strictly monotone sequence from Fy to [R] in F has length at most
#A([R]) + 1.
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Proof. Let Fi = [Ro|,[R1],[Ra],...,[Rm] = [R] be a strictly monotone sequence
in F from F; to [R]. We can choose representatives R; so that Ry, Ry, ..., R, is
monotone in F(H(II)). (This can be done by backward induction on 7, following
the remark at the beginning of this subsection.) Since A([Ry]) = @, we have
A([Ri]) € A([R]) when i < j (cf. the proof of Lemma 9.5.1). Since R; o¢ R;, these
inclusions are strict (see Lemma 9.5.2). Therefore m < #A([R]), and the statement
follows. U

In other words, this shows that A([R]) + 1 is precisely the maximal length of
a strictly monotone sequence from F; to [R] in F. It follows that A([R]) is the

distance between F; and [R] in the combinatorial metric on F, to be defined in
Section 11.

9.6. Formulation in terms of ideals.

To finish this section, we briefly return to the case of a boolean algebra, B,
viewed with its structure as a boolean ring, as discussed in Example (Ex3.5) of
Subsection 3.4. Recall that convex subsets of B are precisely the translates of
ideals. As noted there, we can put a new boolean ring structure on B by setting
r@®y=14+z+yand z.y =z +y+ xy. This swaps 0 and 1 (and interchanges
meet and join).

Let I < B be anideal. Let 1+ 1 = {1+ x | x € I} be its translate by 1. Clearly
1+ (14 1)=1. Note that 1+ I is an ideal of the ring (B, ®,.). This is because
the map [z +— 1+ ] is an isomorphism between the two ring structures. (Or, more
explicitly, if z,y € 1+ T andr € B,thenax®dy=1+(1+2)+(1+y) € 1+ 1, and
rea=r+x+re=1+(1+r)(14+2z)€1+1.) Note also that if IN(1+1) # @,
then 1 € I, so I = B.

Lemma 9.6.1. Let I < B be an ideal. The following are equivalent:
(1) B=TU(1+1),

(2) I is a mazimal ideal,

(3) I is a prime ideal.

Proof. Suppose B = I LI (1 + I). Then certainly I # B. Moreover, if x € B\ I,
then 1+ze€l,sol=(1+x)+x € ([,x),so (I,x) = B. Therefore I is maximal.
Conversely, suppose that [ is maximal. Since I # B, we have observed that
IN(1+1)=@. Suppose x € B\ I. Then B= (I,z) ={i+rx|i €I, r € B}.
Thus 1 = i+rz for some i € [ and r € B. Now z+iz = (1+4)z = ra® = rz = 1+,
sol4+x=1ix+i=1i1+ax) €l Thisshowsthat B=1U(1+1).

In any commutative ring, maximal implies prime. (Or more directly in this case:
ifr,y € B, withazy € l andwithy ¢ [, then 1+y eI, soxz=x(14+y)+zyecl.)
Conversely, if I is prime, and = € B, then z(1 + x) = 0 € I, so either x € I or
1+ 2 € I, and we see that [ is maximal via (1). O

Recall that I and 14 I are both convex in the median structure on B. Therefore,
I is a halfspace of B if and only if it is a maximal ideal. We see that there is a natural
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bijection between walls of B and prime ideals. We note that the complement of a
prime ideal is also the same thing as an ultrafilter in the lattice structure on B. It
also follows that any pair of distinct walls of B must cross: no maximal ideal can
be strictly contained in another.

As an example, let = be a non-empty compact totally disconnected hausdorff
space (often called a Stone space in this context). Let B = B(Z) C P(Z) be
the set of clopen subsets of =. This is a subalgebra of P(Z), hence intrinsically
a boolean algebra. Given a € Z, let P(a) = {x € B | a € z} be the principal
ultrafilter at a. Let I(a) = 1 4+ P(a) and n(a) = {I(a), P(a)}. As noted above,
n(a) is a wall of B, and we get an injective map n : = — W(B(E)). In fact, this
is surjective. For suppose [ is a prime ideal of B. Then P := 1+ [ is a family of
non-empty closed subsets of =, closed under finite intersection. By compactness,
there is some a € (VP C E. Then P C P(a), so I(a) C I, and so in fact, I = I(a).
In summary, this shows that there is a natural bijection from = to the set of walls
of B(ZE). (Cf. the discussion of cubes in Subsection 11.11.)

We remark that the Stone Duality Theorem tells us that every boolean algebra
canonically arises in this way from a Stone space. Given a boolean algebra B, we
can recover = as the set of prime ideals equipped with the Zariski topology. By
definition, this has base of closed sets given by the family {Z(x) | € B}, where
Z(x) is the set of prime ideals containing x.

A related duality theorem will be discussed in Subsection 12.5.

10. HYPERCUBES

We describe some basic notions relating to hypercubes (both finite and infinite:
in the finite case, we will generally use the term “cube”). We introduce a general
construction which can be used to describe realisations and subdivisions of hyper-
cubes. These will be applied to discrete median algebras in Section 11. We also
give some results about constructing cubes in a given median algebra.

10.1. Hypercubes and their faces.

We originally defined a “hypercube” to be a median algebra isomorphic to {0, 1}*
for some set X, which we can identify with its power set, P(X). However, this is
in some ways unnatural, in that it entails choosing a preferred element (where all
the coordinates are 0) to be identified with @ € P(X).

So let us redefine a “hypercube” to be a median algebra, ¥, isomorphic to a
direct product ¥ = [],.;d;, where Z is an indexing set, and each ¢; is a 2-point
median algebra (without a preferred element). This is clearly equivalent (at least
given the Axiom of Choice) to the original formulation.

Let m; : W — §; be the projection to the ith coordinate. This is an epimorphism
and so determines a wall, W; € W(V), by taking the preimages of the two points
of §;. Note that W; h W, whenever i # j. More generally, if 7 C Z, we have a
projection, 77 : W — W(7J), where ¥U(7) is the hypercube ], ; d;- Note that we
can write U = U(J) x ¥(Z \ J).
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Given any subset J C Z, we have an involution, 67 : ¥ — WU, where 07(a)
swaps the ith coordinate of a whenever ¢ € J, and leaves all the other coordinates
alone. If a,b € U, then b = 0 7a, where J is the set of coordinates for which a and
b differ. In particular, we see that ¥ is homogeneous.

We refer to 67 as the “antipodal map”. We say that a,b € U are antipodal
points if b = fra. It is easily seen that this is equivalent to saying that ¥ = [a, b].

Definition. A face of ¥ is a non-empty finite convex subset.

Let R C V¥ be a face, and write Z(R) = {i € Z | R th W;}. Referring back to
the discussion in Section 8, we see that the walls, {W; | i € Z(R)} restricted to R,
pairwise cross (by the Helly Property, Lemma 7.1.1). Moreover, ¥ N O(e) # & for
each orthant, O(e), for € € {+, —}2®). Now any two points of R are separated by
at least one of the walls, W; (since this is true in ). It follows (as in Subsection
8.1) that #(RN O(e)) = 1 for all €, and that R is isomorphic to W(Z(R)). In fact,
it has the form W(Z(R)) x {a} for some a € W(Z \ Z(R)), under the identification
U =V(Z(R)) x V(Z\Z(R)). We refer to R as an n-face where n = #Z(R). We
write C,, (W) for the set of n-faces, and C(V) = |, C. (V) for the set of all faces.

We can view C(V) as a subset of the set, I(¥), of all non-empty convex subsets
of ¥, as defined in Subsection 7.1. Recall that (V) is a median algebra, with
the median defined by RST = {abc | a € R, b€ S,c € T}, for R, S, T € K(¥).
If R,S, T € C(V), then RST € C(V). (If R,S,T are all finite, then so is RST'.)
In other words, C(V) is a subalgebra of IC(¥), and so in particular, intrinsically a
median algebra. We can in turn view ¥ as a subalgebra of C(¥) via the embedding

10.2. Construction of subdivisions and realisations.

There is a very general construction for embedding ¥ into a product of median
intervals.

Suppose that for each i € Z, we have associated a median algebra, Y;, with d;
identified as a subset of Y;, and such that T; = hull(é;). In other words, T, is a
median interval with endpoints d;. (This is essentially the same thing as a bounded
distributive lattice, with ¢§; consisting of its maximum and minimum, though we
don’t in general have a preferred order on 4;.) We write T(ql) = [[,ez Y for the
product median algebra. Thus U is a subaglebra of T(¥). We note that T () is
the convex hull of ¥ in T(\I/) In fact, it is easily seen to be the median interval
between any two antipodal points of .

(In most cases of interest to us, T; will be a linearly ordered set. For the following
discussion, it might be helpful to imagine it as a compact real interval, which is a
particular case we will consider later.)

Given R € C(0), let T(R) C T(¥) be its convex hull. This can be described
explicitly as follows. For each ¢ € Z, write Y (m;R) for the convex hull of m;R in
Y;. Thus, if i € Z(R), Y(mR) = Y;, whereas if ¢ ¢ Z, then Y (m;R) is one of the
endpoints of T;. By Lemma 7.5.1, we see that Y(R) is naturally isomorphic to
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[Licz T(mR) (see also Lemma 10.3.5 below). By Lemma 7.4.2, we have T(RST) =
T(R)Y(S)Y(T) for all R, S,T € C(V).

Given any subset, D C C(¥), let T(D) = Ugep Y(Q). (Note that there is no
loss in assuming D to be closed under inclusion.)

We note:

Lemma 10.2.1. If D is a subalgebra of C(¥), then Y (D) is a subalgebra of T(0).
Moreover, D' C D is convez in D, then Y(D') is convezr in (D).

Proof. Let z,y,z € Y(D). The z € Y(R), y € Y(S5), z € Y(T), for some R, S,T €
C(D). Then zyz € T(R)Y(S)Y(T) = Y(RST) C Y (D).

For the second statement, Let z,y € YT(D’) and z € Y(D). Then z € T(R),
y € Y(9), z€ Y(T), where R, S € D' and T' € D. We have RST € D’. Therefore,
zyz € T(R)Y(S)Y(T) = Y(RST) C T (D). O

Suppose II C ¥ is any subalgebra of ¥. Let C(II, V) = {R € C(V¥) | R C II}.
This is subalgebra of C(¥) in its median structure. (If R, S, 7" C II, then RST C II.)
We write Y(II, ') = T(C(II, ¥)). If I C IT is convex in II, then C(II', ¥) is convex
in C(II, ¥). (In fact, it’s not hard to see that any convex subset of C(II, V') which
is closed under inclusion has the form C(II', ¥), where II' C II is convex: namely
the set of 0-cells.)

As an immediate consequence of Lemma 10.2.1, we get:

Lemma 10.2.2. IfII < W is a subalgebra of V¥, then Y(II, V) is a subalgebra of
Y (V). Moreover, if II' is convex in 11, then Y(IU', V) is convex in (I, V).

We will generally abbreviate: YT(¥) := Y(V, V). If ¥ is finite, then T(V) =
T ().

A particular example of the above construction is “binary subdivision”. Let
U = [],c7 9 be a hypercube as above. For each i € Z, we adjoin a “midpoint”, m,
to d to give a 3-point median algebra, ¥; = 6; U{m;}. Here ¥, is isomorphic to the
totally ordered set, {—1,0, 1}, with m; corresponding to 0. We write (V) < ﬁ)(ﬁl)
ete. for the above constructions (with “¥” replacing “Y”). We refer to (W) as the
binary subdivision of V.

Note that there is an isomorphism, ¢ : £(V) — C(¥), where ¢(a) is the smallest
face of ¥ containing a. The inverse map sends a face of ¥ to its centre. If I C ¥
is a subalgebra, this restricts to an isomorphism of 3(II, ¥) to C(II, V).

There are some other natural choices for T;. For example, we could more gener-
ally take it to be a linear (p+ 1)-point median algebra with endpoints d;, in place of
each T; we would obtain the the “p-ary subdivision” of ¥. Indeed we could use
any family of finite linear sets to give us some “subdivision” of W. We will discuss
subdivisions further in Subsection 11.10.

Of particular interest later, is the case where take each T; to be a compact real
interval, A;, with endpoints, ;. In this case, we will write A(\If) = [[, A; (for
T(W)). This gives us a real hypercube, A(¥), with corners ¥ C A. Again U
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is a subalgebra, with A(¥) the convex hull of W. We refer to A(U) as the full
realisation of U (viewed simply as a median algebra).

Given any subalgebra, II C W, we set A(IL, V) = Ugeer o) A(R) C A(0). Thus
Lemma 10.2.2 tells us that A(IL, ¥) is a subalgebra of A(¥). In particular, we have

A(D) := A(T,0) < A(). If U is finite, then A(¥) = A(D).
We will return to this construction in Subsection 11.2. For the remainder of this
section, we restrict attention to finite hypercubes, or as we will call them, finite

“cubes”.
10.3. Finite cubes.

Let @ be an n-cube. We write I = {1,...,n}. We have pairwise crossing
walls {Wy,...,W,}. As in the above discussion of faces, we see that in fact,
W(Q) = {Wi,...,W,} in this case. (This also follows from Lemma 8.1.4, as
discussed there.)

Conversely, if @) is a finite median algebra whose walls pairwise cross, then the
natural embedding of @ into the cube [[W(Q) is an isomorphism. We conclude:

Lemma 10.3.1. A finite median algebra is a cube if and only if all its walls cross.

(For a more general statement which includes the infinite case, see Lemma
11.11.5.)

We have observed that hypercubes are homogeneous. Indeed the converse is true
in the finite case:

Proposition 10.3.2. Any finite homogeneous median algebra is a cube.

This follows from a more general statement, namely Proposition 11.1.2, and we
postpone the proof for the moment.
We also note:

Lemma 10.3.3. Suppose that w: Q) — P is an epimorphism to a median algebra
P. Then P is a cube. In fact, there is some J C I such that m = 6 o 7wy, where
g Q — Q(J) is the projection to the quotient cube, Q(J), and where 0 is an
isomorphism from Q(J) to P.

Proof. There is a natural injective map, W(P) — W(Q). Let J C I be the set of
i € I such that W; lies in its image. Then 7 factors through 7;. If w(z) = 7 (y),
then any wall that separates z and y must lie in [\ J, and so 7 (z) = 7;(y).
Therefore the map from @Q(J) to P in injective, hence an isomorphism. U

The following notation will be useful in dealing with finite cubes.

We choose some pair, a, b, of antipodal points of @, so that @ = [a,b]. In this
way, () has the structure of a bounded distributive lattice, with minimum a, and
maximum b. Let e, ..., e, € @ be the elements adjacent to a. Given J C I, write
ej = \/ieJ e;, with the convention that ez = a. Thus ef; = ¢; and e; = b. We will
abbreviate e;; := ey; ;3. Note that ejnx = ey Aeg and ejux = €5V ex. In other
words, [J — e;] : P(I) — @ is an isomorphism.
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Let S={e; € Q| #J <2}
Lemma 10.3.4. Q) = (S5).

Proof. For n < 2, there is nothing to prove. We prove the statement inductively
for n > 3. By the inductive hypothesis, we know that every (n — 1)-face of @
containing a lies in (S). The union of these faces is Q \ {e;}. But e; = ejeper,,
where I; = I'\ {i}, so ey € (S) also. O

Let M be a median algebra. Suppose () C M is an n-cube. Now the 1-cells of
@ crossing a given wall, W, of @, are all parallel in ), hence also in M. (See the
definitions and discussion in Subsection 7.2.) Given any such edge, we can take the
interval in M between them. These intervals will also all be parallel in M and the
translations between them will all be median isomorphisms. In particular, they will
all be isomorphic to [a, ¢;] in the above notation. We write D; for this isomorphism
class. Note that the gate map from M to D; is well defined independently of which
representative of the parallel class we choose. Let D =[], D;.

Lemma 10.3.5. There is a natural isomorphism from D to hully/(Q).

Proof. In the above notation, hully,(Q) = [a, b]y,. Identifying D; with [a, e;]p, we
define a map, ¢ : D — [a, by by setting ¢(z1,...,2,) = 21V -+ V x,. It has
inverse given by ¢ '(y) = (y Aer,...,y Ae,). It is easily checked that these are
isomorphisms of distributive lattices, hence also median isomorphisms.

This construction involved choosing some a € (). However, we get the same
maps regardless of this choice: note that the coordinates of ¢~!(y) are given by
gate maps to the factors D;. O

In particular, we note that if rank(M) = v, then the convex hull of any v-cube is
intrinsically a direct product of totally ordered intervals (since each of the factors
has rank 1).

We now move on to constructing homomorphisms from cubes to a general median
algebra, M. We begin with a uniqueness statement.

Lemma 10.3.6. A homomorphism ¢ : Q — M 1is completely determined by the
values of §(a), d(er), -, Blen)-

Proof. In view of Lemma 10.3.4, it is enough to check this for n = 2.

Write ¢ = ¢(e1), d = ¢(es), and suppose that e, f are two possible values of
¢(e12). Then aef = ae(cdf) = (aec)(aed)f = cdf = f. Similarly, afe = e, and so
e=f. O

We now consider existence. We assume n > 3. Given distinct ¢, j € I, write Q);;
for the 2-face, {a,e;, e;,e;;}. Recall that we defined S = {e; € Q | #J < 2} =
Ui,j Qw
Lemma 10.3.7. Let M be a median algebra, and let ¢ : S — M be a map such
that ¢|Qi; is a homomorphism for all distinct i,j € I. Then there is a unique
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extension of ¢ to a homomorphism, é :QQ — M, such that é]S = ¢. Moreover, if
o(e;) # o(a) for alli, then ¢ is injective.

Proof. We first consider the case where M = {0,1}. We can assume that ¢(a) = 0.
If ¢(e;) = 0 for all 4, then ¢(e;;) = 0 for all i, 7, and we set ¢ = 0. So we assume
there is some ¢ with ¢(e;) = 1. Then ¢(e;) = 0 for all j # i (since e;.a.e;). We see
that ¢(e;;) = 1 if and only if either j =i or k = i. We now set ¢(e;) = 1if i € J
and ¢(e;) = 0if i ¢ J. This is clearly a homomorphism.

Now let M be any median algebra. By Proposition 3.2.13, M embeds into a
hypercube, say V. This gives us a map ¢ : S — VU, with ¢|Q;; a homomorphism
for all 7, j. On projecting to any coordinate of ¥, we get a map S — {0, 1} asin the
previous paragraph. We may therefore extend on each coordinate independently,
and then combine them to give us a homomorphism (]Aﬁ : () — V¥, extending ¢. By
Lemma 10.3.4, Q = (S), and so ¢(Q) C (¢S) C M. Thus ¢ : Q — M is the
required extension.

The uniqueness of the extension follows by Lemma 10.3.6.

The final statement regarding injectivity follows immediately from Lemma 10.3.3.
0

As we have described it, the proof uses the Axiom of Choice via Proposition
3.2.13. However, this can be avoided by replacing M by the subalgebra generated
by ¢(.S). This is finite by Proposition 3.3.3, a constructive proof of which was given
in Subsection 6.3. The finite case of Proposition 3.2.13 can be proven constructively
(see Lemma 3.2.12).

Here is another observation:

Lemma 10.3.8. A map ¢ : Q — M from a finite cube, @), to a median alge-
bra, M, is a homomorphism if and only if its restriction to each 2-face of Q) is a
homomorphism.

Proof. We will abbreviate ' := ¢(x) for z € ). Given z,y € @ for the number
of walls separating x,y, i.e. the rank of the face [z,y]. Note that p is a metric
on (). (See Subsection 11.1 for a more general discussion.) It is enough to show
that a’.b'.c’ holds in M whenever a.b.c holds in ). By hypotheses this hold when
pla,c) < 2, and we prove it by induction on p(a,c) when p(a,c) > 3. We can
suppose that a # b and that p(b,c¢) > 2. Thus we can find d,e € [b,c| so that
b,d,c,eisa2-cube. We have a.b.d.c, a.b.e.cand d.c.e. Thus, p(a,d), p(a,e) < p(a,c)
and p(d, e) = p(b,c) < p(a,c). Thus the inductive assumption tells us that a'.0'.d’,
a'.b'.e" and d'.c.¢’ hold. Therefore a'b'd = d't/(d'e'd') = (a'V/d')(d'Ve')d =V =V
and so da'.b'.c’ as required. O

We note that all we have really used regarding @) is that it is a finite (or discrete)

median algebra such that any two distinct non-adjacent points, z,y € @, are the
antipodal vertices of 2-cube of (). In fact, a slight elaboration on the argument
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shows that we can restrict this hypothesis to the case where x, y are both adjacent
to a third point.

We remark that there is an analogous statement for quasimedian graphs, namely
Lemma 23.3.4. This intersects with the current discussion in the context of median
graphs. Lemma 23.4.4 is an analogue of Lemma 10.3.7, and suggests another more
constructive proof thereof.

11. DISCRETE MEDIAN ALGEBRAS

Discrete median algebras are essentially the same structures as (combinatorially)
CAT(0) cube complex, which we will return to in a more geometrical setting in
Section 18. They can also be reinterpreted as the vertex sets of median graphs,
which we discuss in Section 13.

Here we develop the basic theory. We begin by describing the combinatorial
metric on a discrete median algebra, II. We associate to IT a “cell complex”, C(II),
which itself has the structure of a discrete median algebra (Lemma 11.2.2). This
can be realised as a CW complex, A(II). (This will be discussed further in Section
17.) We give a criterion for convexity in II (Lemma 11.4.4) and observe that all
non-empty convex subsets are gated (Lemma 11.3.3). We also complete the proof
of Proposition 8.2.3 regarding convex hulls (see Proposition 11.5.4). We describe
the notion of a “cube path” in II, and relate this to the notion of a helly graph,
which will be mentioned again in Subsection 25.2. Some properties of subalgebras
are described in Subsections 11.7 and 11.8. We give some further discussion of
the structure of a free median algebra (Subsection 11.9). We give a discussion of
“subdivisions” of a discrete median algebra (see Lemma 11.10.1), and show that any
finite median algebra is canonically a subdivision of a certain minimal subalgebra
(Proposition 11.10.3). We give a construction, and various characterisations, of
cubes (Lemmas 11.11.4 and 11.11.5). We go on to define the “Roller boundary”
of II and give a number of descriptions thereof. We also relate this to infinite
cube paths in IT (Proposition 11.12.8). This can be viewed as a canonical combing
of II from a given basepoint. We finish the section with a discussion of “event
structures”, which give another description of discrete median algebras relative to
a given basepoint.

11.1. Some basic definitions.

We have already mentioned discrete median algebras in Subsection 9.4. Here is
the definition again:

Definition. A median algebra, I1, is discrete if [a, b] is finite for all a,b € II.

Note that by Corollary 3.2.14, this is equivalent to saying that W(a,b) is finite.
Given a,b € II, we write p(a,b) = pn(a,b) = #W(a,b). Recall that for any
c € TI, we have W(a,b) C W(a,c) UW(c,b). Tt follows that p is a metric on II.
Moreover, a.c.b holds if and only if W(a,c¢) "N W(c,b) = @&. Therefore, [a,b] = {c €
IT| p(a,b) = p(a,c) + p(c,b)}. (This means that p is a “median metric”, which we
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will define in Section 13.) We also note that p(a, ) is the length, n, of any maximal
chain, a = ap < a; < --- < a, = b in [a,b]. We refer to such a maximal chain as a
geodesic path in I1. (Various equivalent definitions will be given later.)

More generally we define a 1-path, a, of length n, in II to be a sequence,
ag, a1, ..., a,, in II with a;;; adjacent to a; for all i. (It is convenient disallow
a;+1 = a; in what we do, though that is not an essential point.) It is easily checked
that a geodesic between a and b is precisely a 1-path of length p(a,b). If we take
W; € W(II) to be the wall with W(a;_1, a;) = {W;}, then W(a,b) = {Wy,...,W,}.

Put another way, we see that p is the combinatorial metric on the adjacency
graph I'(II) defined in Subsection 5.1. Recall that this has vertex set II, and edges
determined by adjacency in II. Such a graph is a “median graph” as we will discuss
in Section 16.

Note that if a,b,c,d € Il with ¢, d adjacent, then abc and abd are adjacent
or equal. (For if e € TII, then without loss of generality, we have cde = ¢, so
(abc)(abd)e = ab(cde) = abe.)

Definition. A subset A C II is 1-path-connected if any two points of A are
connected by a 1-path in A.

Lemma 11.1.1. If A C 11 is a I-path-connected subalgebra, then I'(A) is an iso-
metrically embedded subgraph of I'(I1).

(In fact, I'(A) is a retract of I'(II) — see Proposition 11.8.2.)

Proof. Given a,b € A, we can connect a, b by a geodesic path, a = ag,a,...,a, = b
in II. The projection (aba;); lies in A, and so pr(a,b) =n = pa(a,b). d

Recall by Proposition 3.2.13 that any finite median algebra, M, embeds in a
cube Q := {0, 1Y) Moreover, it is immediate from the construction that any
two adjacent points in M are also adjacent in (). Thus, M is 1-path-connected in
@, and so I'(M) is isometrically embedded in the cubical graph, I'(Q).

From this we can get the following result of [Mul2]:

Proposition 11.1.2. Let M be a finite median algebra such that I1(M) is reqular.
Then M is a cube.

(Recall that “regular” means that all vertices have the same valence.)
In particular, this implies Lemma 10.3.2, namely that any homogeneous finite
median algebra is a cube.

Proof. Let M be n-regular (i.e. every vertex has valence n). We embed M in a
cube, @, so that I'(M) is isometrically embedded in I'(Q). We claim that M is
face of Q.

To see this, let a,b € M with p(a,b) maximal. Let C' be the set of vertices of M
adjacent to a. Let FF C () be the face of () containing a, and with adjacent vertices
C'. This is an n-cube. If ¢ € M is adjacent to a, then a.c.b (otherwise, we have
a.b.c, giving the contradiction that p(a,c) > p(a,b)). Moreover, if ¢, d are distinct
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and adjacent to a, then bed € M, and a, ¢, bed, d forms a 2-cube. By Lemma 10.3.4,
F is generated by the union of these 2-cubes, so F' C M. (One could also deduce
this by a more direct induction argument.) Now I'(F") is embedded in I'(M), and
both graphs are n-regular, and so F' = M, as claimed. Il

We also note:

Lemma 11.1.3. The convex hull of a finite subset of a discrete median algebra is
finite.

Proof. Let A C II be finite, and let H = hull(A4). We can identify W(H) with the
set of walls of IT which cross H. This is equal to J, ,c4 W(a,b), which is finite.
Therefore, by Corollary 3.2.14, H is finite. U

(Lemma 11.1.3 also follows from the fact that one can obtain the convex hull in
this case by iterating the join a finite number of times: see Lemma 3.2.9 and the
discussion in Subsection 7.4.)

11.2. Relation to cube complexes.

We describe how a discrete median algebra can be viewed as the vertex set of a
cube complex.

Definition. An n-cell of 11 is a convex n-cube in II.

We write C,,(II) for the set of n-cells of II. (This is consistent with the notation
of Section 10 in the case of a finite cube.) We write C(II) = |J,, C,,(II) for the set
of all cells of II. In this way, we can view II as an abstract “cube complex”. (More
precise definitions will be given in Section 16.)

Let U(II) = JJW(I) = {0,1}UD. We can identify W(II) as a subset of
W(U(II)). We have a natural embedding of II as a subalgebra of U(II). The
embedding has the property that each cell of II is a face of W(II). (Note that if
Q € C,(IT), then @ is the intersection of the halfspaces of Il containing ¢). These
halfspaces account for all but n walls of II, and so their intersection in W(IT) will
be an n-cube containing @), hence precisely, @).) In the notation of Section 10, this
says that, under this identification, we have C(II) = C(II, ¥(II)).

Recall from Subsection 7.1 that the set, IC(II), of all non-empty convex subsets
of I, has a natural structure as a median algebra. By definition, C(II) C K(II). In
fact:

Lemma 11.2.1. C(II) is a subalgebra of K(IT).

Proof. Let R, S, T € C(II) and let @) = RST. We need to check that @ is a cube.
By Lemmas 8.1.5 and 10.3.1, it is enough to check that if Wy, Wy € W(II) are
distinct with @ h W; and Q M Wy then Wy h W,

Suppose not. Then without loss of generality, we have W~ C W, (and so
W, C W), Since R is a cube, we cannot have both R m Wy and R M W,
(otherwise, this would give Wy M W5). It follows that either R C W, or R C W,
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(or both). The same holds for S and 7. Therefore, without loss of generality, we
have R, S C W, and so Q C W;", contradicting @ M W}. O

If R, S € C(Il), then Y[R, Slean) € J(R, S). (Recall that J(R,S) = U,cp yesl®, Y]
is the join of R and S.) Since R, S are finite, so is J(R,S). We deduce:

Lemma 11.2.2. C(I1) is a discrete median algebra.
We also note:

Lemma 11.2.3. If R, S € C(Il) are adjacent in C(I1), then either R is a corank-1
face of S, or S is a corank-1 face of R.

Proof. Let R, S € C(II) be adjacent: that is, [R,S] = {R, S}.

First note that if R C S, then R is a corank-1 face of S. Otherwise, let ) be
any face of S such that R C @ C S are strict inclusions. Then @ € [R, S] giving a
contradiction. We can therefore suppose that neither R C .S nor S C R holds.

Let Rg = wgrS and Sg = ws R, where wgr and wg are the respective gate maps as
given by Lemma 7.3.7 (or see Lemma 11.6.2 below). Now Rg, Sg are convex, by
Lemma 7.3.2 and so Rg,Sg € C(II). In fact, by Lemma 7.3.9, we have Rg, Sp €
[R,S]. Thus, Rs,Sg € {R,S}. Now Rg C R, and so we must have Rg = R.
Similarly, Sg = S. By Lemma 7.3.4, R and S are parallel. Let R C IC(II) be the
parallel class. Now R C C(II). By Lemma 7.2.6, [ JR is convex in II. By Lemma
7.2.7, | R is isomorphic to Rx R, where R is given by the median structure induced
from C. Since R, S are adjacent in R, RU S is isomorphic to R x {R, S}, hence
a cube. Moreover it is convex in |JR, hence also in II. Therefore, RU S € C(II).
But now RU S € [R, S| giving a contradiction.

In summary, we conclude that either R C S or S C R, and that these are
corank-1 faces. U

We can “realise” C(II) as a genuine cube complex A(II), built out of real cubes.
We give a brief description of this here, which will serve in this section mainly to
motivate a number of constructions. It is not logically essential to the development.
We will return to it in more detail later (see Section 17).

Let U(IT) = {0,1}YI). We can identify II as a subalegbra of W(II) (via the
duality described in Subsection 9.2). By definition, we can identify A(W(II)) with
[0, 1] In this way, ¥(II) is the set of corners A(¥(II)), and II is a subalgebra.
Let A(Il) = A(ILY(I)) = Ugeean A(R), as defined in Subsection 10.2. By

Lemma 10.2.2, A(II) is a subalgebra of A(II, ¥(I)), hence intrinsically a median
algebra. We refer to it as the realisation of II. Note that II is also a subalgebra
of A(II).

We remark that one can equip A(II) with various metrics and topologies, as we
discuss in Section 17. One such topology gives A(II) the structure of a CW complex,
with 1-skeleton I'(IT) and with n-cells the realisations of elements of C, (II).



92 BRIAN H. BOWDITCH

There are a number of variations on this construction, for example, to construct
subdivisions of discrete median algebras, and cube complexes. This will be dis-
cussed further in Subsection 11.3. For the moment, we just mention the binary
subdivision, X(II), of II. This can intuitively be thought of as taking each cell
@ of II and subdividing A(Q) into 2'#*%(@) “equal” subcubes. The 0-skeleton of
the resulting complex is a subalgebra of A(II), namely X(II). Note that we can
identify A(II) with A(X(II)). More formally, we can construct ¥(Q)) similarly as
for A(Q), by replacing A(W(IT)) with S(¥(IT)) := {0, 1, 1}V,

Note that each cell, @ € C(II), has a natural “centre”, ¢(Q), where all the
coordinates are equal to 3. (Identifying IT with Co(II), we take this to be the
identity on II.) It is readily checked that the map ¢ : C(IT) — X(II) is a median
isomorphism.

11.3. Some basic properties.

We now consider some basic properties of II.

Lemma 11.3.1. Let Wy,..., W, € W(II) be pairwise crossing walls. Then there
is some Q € C,(I1) with Q h W; for all .

Proof. This is a slight variation on the proof of Lemma 8.1.6. To begin, we claim
that there is some finite convex set, C' C II, which crosses all the walls W;. To
see this, choose any a and b in antipodal orthants of the family Wy,..., W, (for
example, a € (), W, and b € (;_, W;"). We can then set C' = [a,b]. Note that
we can identify W(C') with {WW € W(II) | C h W}.

We now choose such a finite convex set, @ C II, with #WW(Q) minimal. By the
same argument as in the proof of Lemma 8.1.6, we see that #(Q N O(¢)) = 1 for

all orthants, O(¢), and so @ is an n-cube. O

In fact, we see that the orthants of the family of walls {W;, ..., W, } are precisely
the preimages of the elements of () under the gate map of Il to Q.
Putting Lemma 11.3.1 together with Lemma 8.2.1, we immediately get:

Lemma 11.3.2. rank(IT) = sup{n € N | C,(II) # &}.

In other words, rank(II) is the same as the dimension (possibly infinite) of the
realisation A(II), in the usual sense of a CW complex.
We also note the following generalisation of Lemma 7.3.7.

Lemma 11.3.3. Any non-empty convexr subset of a discrete median algebra is
gated.

Proof. Let C' C 11 be convex, and let a € II. The proof follows exactly as in that
of Lemma 7.3.7, since we only used the fact that C'N [a, b] is finite for any b € C.

Alternatively, we could just take ¢ € C so as to minimise p(a,c). It is readily
checked that ¢ is a gate for a. U

The following observation will be used in the proof of Lemma 11.4.2 below, and
is also relevant to the discussion of median graphs in Section 16.
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Lemma 11.3.4. Suppose p,a,b,c € 11 with a,b distinct, both adjacent to ¢, and
with p(p,a) = p(p,b) = p(a,c) — 1. Then there is some d € 11, adjacent to both a
and b and with p(p,d) = p(p,c) — 2.

Proof. If a = b, let d be the penultimate vertex of any geodesic path from p to a.
If a # b, Let d = abc. Since p(a,b) = 2, it follows that p(a,d) = p(b,d) = 1, and
that p(p, d) = p(p,c) — 2. O

Note that if @ # b, then d is unique and a, b, d, c is a 2-cell of II (see Lemma
10.3.6).

11.4. Links and local convexity.

We next consider a couple of combinatorial properties of IT (the first local, and
the second global) which will be central to the discussion of CAT(0) cube complexes
in Section 16.

Definition. Given a € II, the link, L(a) C II, is the set of elements adjacent to
a.

In other words, L(a) = {z € IT | {a,2} € C;(I)}.

We can equip L(a) with the structure of an abstract simplicial complex by taking
the simplices to be sets of the form QN L(a) for @ € C(II). (Thus the “link” of a in
A(IT), in the usual sense of a polyhedral complex, is the realisation of the abstract
simplicial complex we have just defined.)

Recall that a simplicial complex is flag if every finite clique (i.e. complete sub-
graph) in the 1-skeleton is the 1-skeleton of a simplex of the complex.

Lemma 11.4.1. For all a € 11, the link, L(a), is a flag complez.

Proof. Suppose A C L(a) be the vertex set of some finite clique in the 1-skeleton
of L(a). By definition, this means that if b,c € L(a), then there is some d € II
such that {a,b,c,d} is a 2-cell of II.

We claim that there is some cube @ in II with @ N L(a) = A. To see this, let
Qo = [I'—,{a,e;}. In the notation of Subsection 10.3, for all i # j, we have a
monomorphism of the 2-face, {a, e;, €;, €;;}, into II. By Lemma 10.3.7, this extends
to a monomorphism of )y into 11, and we let @) be its image. This proves the claim.

We also claim that @ is convex in II. One way to see this is to apply Lemma
10.3.5. In the notation there, D; = [a, e;]Jin = {a,€;}, and so D = ). Lemma 10.3.5
therefore tells us that hullp(Q) = D = Q.

This shows that @ is a cell of I1. Therefore A = QN L(a) is a simplex of the link
L(a). O

Our global property relates to 1-paths in II.
Let a = ag, aq,...a, be a 1-path. We consider the following two “moves”.

(1): If a;—1 = a1, we replace a;_1, a;, a;11 with a;_.
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(2): If there is some b € II such that a;_1, a;, a;11, b is a 2-cell of IT (with b antipodal
to a;), we replace a; with b.

Lemma 11.4.2. Let a,b € 11, and let Let a be 1-path from a to b in I1. Then we
can reduce a to a geodesic path from a to b, by applying a finite sequence of moves
of type (1) and (2) described above.

Proof. Let A(a) = >""_, plag, a,). We claim that if a is not geodesic, then there is
a move which strictly reduces A(a). We use the fact that W(a;_1,a;) = {W;} for
some W; € W(II).

To verify the claim, let m > 0 be minimal such that p(a,a,4+1) < m. Then
pla,a,) =m and p(a, apm-1) = p(a,ami1) = m — 1. (Note that p(a,a;) changes by
—1 or +1 at each step, depending on whether or not W; € W(a, a;—;).) We see that
U1, Qi1 € [ay @), If a1 = apmy1 we do Move (1). So suppose a1 # Q1.
Let d = a@m—1am,+1 (as in Lemma 11.3.4). Then ay,,_1, am, @1, d is a 2-cell of I,
with d antipodal to a,,. We now do Move (2). Since p(a,d) = m — 2, we have
reduced A(a) (by at least 2).

After a finite number of such steps, we arrive at a geodesic as required. Il

We say that a path, a, is closed if a,, = ag.
Clearly, the only geodesic from ag to itself is the constant path, ay. Therefore as
an immediate consequence of Lemma 11.4.2, we have:

Lemma 11.4.3. Let a be a closed path in I1. Then we can reduce a to the constant
path ag, by applying a finite sequence of moves of type (1) and (2) described above.

Note that in the above procedure, A(a), reduces by at least 2 at each step.
If @ has length n, then (in the notation of the proof of Lemma 11.4.2) we have
A(a) < n?/2. Tt therefore takes us at most n?/4 steps to reduce a to a constant
path.

In terms of the realisation, A(II), we see that a path of length n in the 1-skeleton,
['(IT), bounds a singular disc in A(II) comprising at most n?/4 2-cells. This is a
form of the quadratic isoperimetric inequality. Note in particular that it implies
that A(II) is simply connected. We will say more about this in Section 16.

We can also describe convexity in these terms.

Definition. A subset A C IT is locally convex if #(QNA) # 3 for all Q € Cy(I1).

This can be phrased more intuitively in terms of links. Let L(a) C II be the
link in a € A. Recall that a simplex of L(a) has the form @ N L(a) for some
@ € C(II). We define a subcomplex of L(a) taking as simplices those simplices
@ N L(a) for which @@ C A. This has vertex set A. In these terms, local convexity
asserts that if b,c € AN L(a) are adjacent in L(a) (that is, if {b, c} is a 1-simplex)
b,c are also adjacent in the subcomplex. (In fact, using Lemma 10.3.7, we see
that the subcomplex is a full subcomplex of L(a).) This therefore corresponds to
a geometric notion of local convexity, which we will return to in Subsection 18.2.
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Note that if a,b,c,d € II with ¢, d adjacent, Recall the definition of “l-path-
connected” from Subsection 11.1.

Lemma 11.4.4. A subset A C II is convex if and only if it is 1-path-connected
and locally convez.

Proof. Suppose A is convex. Then any geodesic path between a,b € A lies in
[a,b] C A, so A is 1-path-connected. If Q) € Co(II), then @ N A is convex, so
HQNA) £3.

For the converse, suppose A is 1-path-connected and locally convex. Let a,b € A
be distinct.

We first claim that there is some geodesic path in II from a to b which lies entirely
in A. To see this, connect a to b by some 1-path, a, and apply the procedure in the
proof Lemma 11.4.2. Note that at each stage of the process, a remains a subset
of A. This is because in each application of Move (2), a;_1,a;,a;41 € A, so by
local convexity, b € A. When the process terminates, we end up with the required
geodesic.

The geodesic we have constructed lies in [a, b]. It now follows in particular, that
L(a)N]a,b)NA#D.

We finally want to show that [a,b] C A. We proceed by induction on p(a,b).
We first show that L(a) N [a,b] C A. By the previous paragraph, there is certainly
some d € L(a) N [a,b] N A. Suppose that e € L(a) N [a,b] with e # d. Now
p(d,b) = p(a,b) — 1, so by the inductive hypothesis, [d,b] C A. Let f = bde.
Then f € [d,b] C A. Also a,d, f,e is a 2-cell of II, with e antipodal to d. Since
a,d, f € A, by local convexity, we have e € A. We have shown that L(a)N[a,b] C A
as claimed.

Finally, we observe that [a,b] = {a} UU.cp@)nayle: 0l and so [a,b] C A, again
by the inductive hypothesis. Il

11.5. Parallel edges and convex hulls.

Next we consider convex hulls in II.

Let W € W(II). Let & = E(W) C Cy(II) be the set of 1-cells of II that cross W.
Lemma 11.5.1. £ is a parallel class in 1.

Proof. Let ¢,¢ € £. Then the gate map w.|¢’ must be injective, hence an isomor-
phism, and so € || €. Conversely, if € || €, then W(e) = W(e"), so €’ € £. O

It follows from the discussion of parallelism in Subsection 7.2 that £ has a natural
structure as a median algebra. We write Iy = |J&. Then ITy, is convex in IT and
is naturally isomorphic to £ x {0,1}. (See Lemmas 7.2.6 and 7.2.7.) We write
I, = Iy N W*, with the convention that IT;; gets identified with €& x {0} and
I, with € x {1}. We note that II;;, and IIj;, are also parallel in II.

Remark. It might be helpful to think of walls of II in terms of “hyperplanes” in
the realisation A(II) in the following sense. If W € W(II), then we can embed
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A(E) in A(TT) as A(E) x {3} € A(E) x [0,1] = A(IIw) € A(IT). This is a convex
subset of A(II) which cuts A(II) into two pieces, one containing A(WW~) and the
other containing A(W™). We will say more about this in Subsection 18.2.

Lemma 11.5.2. rank(E(W)) < rank(II) — 1.
Proof. 1f @ C Eisacubein &, then @x{0,1} isacubein Ex{0,1} =1y CII. O

Let w = wry,, : [T — Iy be the gate map to Iy It is easily seen that w(W*) =
Hﬁ,, and that w|W¥ is the gate map to Hﬁ, in W*. We can postcompose w with the
projection of Ily, to £, to give us an epimorphism, 7y, : I — &. This induces an
inclusion of W(&) into W(II). Its image is W(W,II) := {W' e W) | W' (h W}.
Note that two such walls cross in II if and only if they cross in £.

Suppose that a € W~ and b € W. Then [a,b|NIly # @. (If a = xq,..., 2, = b
is a geodesic sequence from a to b, then {z;,x;1,} € &€ for some i, so x;,x;41 €
[a,b] NIl .) Since gate maps are epimorphisms (Lemma 7.3.1) we have w([a, b]) =
[wa,wb]. Identifying Iy = € x {0, 1}, we have wa € € x {0} and wb € € x {1}. It
follows that w([a,b]) = [rwa, Twble x {0,1} (see for example, Lemma 7.5.1).

Let A C II. Recall that the join of A is defined by J(A) := |, yeala, b]. We use
Je to denote join in £. From the above observations we see:

Lemma 11.5.3. Suppose A C Il and A th II. Then w(A) C J(A). Moreover,
J(A) NIy = Je(mw A) x {0,1}.

Recall that in general hull(4) = [J;2, J*(A). We can now reduce this to a finite
union in the finite-rank case as follows:

Proposition 11.5.4. Let II be a discrete median algebra of rank at most v. If
A C1I, then hull(A) = JY(A).

Proof. We need to show that hull(4) C JY(A). We proceed by induction on v.
Note that if v = 0, then II is a singleton. This case is trivial, so we assume v > 0.
We can also assume that #A > 2.

To begin, let W € W be any wall with A h W. Let w : I — Il be the gate
map. Since w is an epimorphism, w™!(hull(wA)) is convex in II and contains A.
Therefore hull(A) C w™!(hull(wA)), so w(hull(4)) C hull(wA). (In fact, one can
check that these sets are equal.) Moreover, since A h W, we have hull(A)NIly, # &,
and so, w(hull(A)) = hull(A) NIy (see Lemma 7.3.5). Therefore, hull(A) NIl C
hull(wA). By Lemma 11.5.3, wA C J(A)NIly, so hull(A)NIIy C hull(J(A)NIy ).
Again by Lemma 11.5.3, J(A)NIIy is just a product B x {0,1} in € x {0, 1}, where
E=E(W) and B = Jg(mwA). By Lemma 11.5.2, rank(€) < v — 1. Therefore, by
the inductive hypothesis in £, we have hullg(B) = J¢~!(B), and so in ITy, we have
hull(J(A)NITy) = J*"1(J(A)NIly ). Therefore, hull(A)NITy, C hull(J(A)NITy) C
JTHJ(A)) = JV(A).

We now apply this to prove the proposition. Recall that we are assuming that
#A > 2. In this case, we claim that hull(A) C (J{IIy | W th A}. To see this,
let a € hull(A). Choose any b € A\ {a}. Choose ¢ € [a,b] adjacent to a. Then
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W(a,c) = {W} for some W € W(II). Now {a,c} € E(W), and so a € Ilyy, proving
the claim.
It now follows that hull(A) C (Jy44(hull(A) N1Iy) € J¥(A) as required. O

As noted in Subsection 8.2, Proposition 11.5.4 holds without the assumption
that II is discrete, since it can be reduced to the case of finite median algebras
which we have now proven. This therefore completes the proof of Proposition 8.2.3.

We also note:

Lemma 11.5.5. Let C be any non-empty family of pairwise intersecting bounded
convex subsets of I1. Then (C # @.

Proof. By the Helly Property (Lemma 7.1.1), we can assume that C is closed under
finite intersection. Choose any a € II. Note that p(a,C) is bounded above for
all C' € C (by diam({a} U B) for any choice of B € C). Choose C' € C so as to
maximise p(a, C'). Let ¢ € C be the gate for a in C' (which exists by Lemma 11.3.3:
it the unique ¢ € C with p(a, c) = p(a,C)). We claim that ¢ € D for all D € C. To
see this, let d € C'N D be the gate for a in CN D € C. Since d € C, we have a.c.d,
and so p(a,d) = p(a,c) + p(e,d). But p(a,d) = p(a,C' N D), so by maximality, we
have p(c,d) =0, s0 ¢ =d € D as claimed. O

(Of course, we only really need one of the elements of C to be bounded.)

We will give a generalisation of this statement in Subsection 13.3 (see Lemma
13.3.9). Related results for complete metric spaces are given by Lemmas 22.2.1
and 22.2.2.

11.6. Canonical paths.

We now consider certain canonical paths in a discrete median algebra.

Let a,b € II. Recall that W(a,b) = {W € W(P) | alwb}, and that p(a,b) =
#W(a,b). Given W € W(a,b), we direct W so that a € W~ and b € W+. Given
Wy, Wy € W(a,b), we write W1 < W, to mean that W, C W,. This is equivalent
to W5 C W;t. We also note that this is intrinsic to [a,b]: it is equivalent to
Wi 0 a,b] € Wy N a,b] (since z € W if and only if abz € WF). Clearly <
is transitive. Moreover, if Wi, Wy € W(a,b), then exactly one of the relations,
Wiy = Wy, Wi < Wy, Wy < Wy or Wi h Wy holds. We say that a sequence
Wy, Wa, ..., W, in W(a,b) is a chain (of length n) if W, < Wy < --- < W,,. We
write o(a, b) for the maximal length of a chain in W(a, b). Clearly, o(a,b) < p(a,b).
Lemma 11.6.1. o is a metric on II.

Proof. Clearly o(a,b) = o(b,a), and o(a,b) = 0 if and only if a« = b (by Lemma
3.2.12). To check the triangle inequality, let ¢ € II, and let W, < Wy < --- < W,
be a chain in [a,b] with n = o(a,b). Let m € {0,1,...,n} be maximal such
that ¢ ¢ W, (with the convention that W; = @). Then W; < --- < W, and
Wiy < -+ < W, are (possibly empty) chains in W(a, ¢) and W(b, ¢) respectively,
so o(a,c) > m and o(c,b) > n —m. Thus o(a,b) < o(a,c) + o(c,b). O
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Note that if a # b, then o(a,b) = 1 if and only if [a, ] is a cube (since the walls
of W(a,b) pairwise cross).

Definition. A sequence a = aq,...,a, = b in Il is a cube-path from a to b if
a;,a;1+1 lie in a cell of II for all 7.

This is the same as saying that o(a;, a;41) < 1. Therefore, o(a,b) < n. In fact:

Lemma 11.6.2. o(a,b) is the minimal length of a cube-path from a to b. Moreover,
such a minimal cube-path can be constructed in |a, b].

In fact, there is a canonical cube-path from a to b constructed as follows.

Let Wh(a) be the set of all walls of II adjacent to a. In other words, Wy(a) =
W(L(a)) is the set of walls which cross edges of I'(II) incident on a. Now the walls
of Wy(a) N W(a,b) pairwise cross. Therefore, there is a unique p = p(a,b) € [a, ],
such that [a, p| is a cell of IT with W([a, p]) = W(a,p) = Wo(a) "W(a,b). (Writing
[a,b]N L(a) = {z1,...,xm}, we can set p = x1 V-V z,, in the lattice structure on
[a,b].) Note that W(p,b) = W(a,b) \ Wh(a), and so o(a,b) < o(p,b) + 1. We claim
also that o(a,b) > o(p,b) + 1. For let W; < Wy < --- < W,, be a chain in W(p, b)
with m = o(p,b). Now Wi ¢ Wy(a), and so there is some Wy € Wy(a) N W(a,b)
with Wy < Wy. Thus Wy < Wy < - -+ < W), is a chain in W(a, b), so o(a,b) > m+1
as claimed. Thus, o(a,b) = o(p,b) + 1. (We remark that p(a,b) can defined as the
projection of b to the “star”, S(a), as defined in Subsection 11.7, under the gate
map to S(a).)

We now define a cube-path inductively by setting ag = a and a;11 = p(a;, b).
This gives a cube path of length o(a,b) from a to b in [a, b].

This proves Lemma 11.6.2.

We also note that from the construction, ay,...,a,, is also the canonical cube-
path from a to a,, for all m < n.

Given a € Il and r € N, let N,(a,r) = {x € 11| o(a,z) < r}.

Lemma 11.6.3. N,(a,r) is conver.

Proof. Suppose b ¢ N,(a,r). Let Wy < Wy < --- < W,4; be a chain in W(a, b).
Thus b ¢ W, ;. We claim that N,(a,r) C W,,. Forif c € W', then W; < W, <
-+ < W44 is also a chain in W(a, c), so o(a,c) > r + 1. We see that W, is a
halfspace containing N, (a,r) but not b. This shows that N, (a,r) is an intersection
of halfspaces, hence convex. O

Lemma 11.6.4. Let (a;)iezr and (1;)iez be families in 11 and N respectively, both
indexed by some set I. Suppose that o(a;,a;) < r; +r; for all i,j € . Then
Miez No(ai, m3) # 2.
Proof. By Lemma 11.6.3, each N,(a;,r;) is convex. For each i,j € Z, N,(a;,r;) N
N,(aj,r;) # @. (Take a cube-path of length o(a;, a;) form a; to a;. Its r;th element
lies in the intersection.)

By Lemma 11.5.5, any pairwise intersecting family of bounded convex sets in
discrete median algebra has non-empty intersection.
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The statement now follows. O

The above can be reinterpreted as follows.

Let I' = I'(IT) be the graph with vertex set, V(I') = II, and edges given by
adjacency in II, as defined above. Let ' D T be the graph with vertex set
V(I'2) = V(T') = II, and where a,b are deemed adjacent in ' if they both lie in
some cell of IT (in other words, o(a,b) < 1). By Lemma 11.6.2, o is precisely the
combinatorial metric induced from I'”. In these terms, the conclusion of Lemma
11.6.4 is the statement that ' is a “helly graph”: something we will mention
again in Subsection 25.2.

Given any a,b € II, the canonical cube-path from a to b gives us a geodesic,
a(a,b), in 2. Let T, = Jyeq (a,b). Then T, is a maximal subtree of I'*. This
is the combing of T2, as discussed in [NibR2]. It is also related to the Roller
boundary of II, see Proposition 11.12.8.

11.7. Generating subalgebras.

We next turn to the proof of Proposition 8.2.4. Recall that this asserts that in
the finite-rank case, the median algebra generated by a subset can be obtained by
iterating the median operation a bounded number of times.

We first define the notion of a “star” which is related to the notion of a link of
a point defined earlier.

Let II be a discrete median algebra and let a € II. Let L(a) be the link of a. Let
S(a) be the union of all cells of IT which contain a. We refer to S(a) as the star
of a. Thus b € S(a) if and only if [a,b] is a cube, and if and only if the walls of
W(a, b) pairwise cross. We note:

Lemma 11.7.1. S(a) is convez.

Proof. Let b,c € 1l and let € [b,c|. If x ¢ S(a), then there are distinct walls,
Wy, Wy € W(a,z) which do not cross. We can assume that z € W,” C W;". Up

to swapping b with ¢, we can also assume that b € Wy, so Wi, Wy € W(a,b), so
b¢ Sa). O

We therefore have a gate map, w = wg : [T — S. One sees easily that w™!(a) =
{a}. (In fact, as we noted in Subsection 11.6, if b # a, then wb is the first vertex
of the canonical cube path from a to b.)

Let G = G(a) be the graph with vertex set V(G) = L(a), where b, c € L(a) are
deemed adjacent in G(a) if a,b, c all lie in a 2-cell of II. Let S = S(G) C P(L(a))
be the discrete median algebra described by Example (Ex3.2) of Subsection 3.4.
Let a = @ € S be the central element. Given 5 € S, write Q(8) = |, 5] C S for
the cube with antipodal vertices «, 5. Then the map [5 +— Q(f)] is a bijection from
S to the set, C(S), of cells of S. In fact this is a median isomorphism between their
respective median structures. Note that S is isomorphic to the star, S(a) C II, by
an isomorphism taking « to a.
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We now move on to the proof of Proposition 8.2.4. Recall that if A C M is any
subset of a median algebra, M, then we defined T'(A) by T'(A) := {abc | a,b,c € A}.
We will need the following simple observation. If ¢ : M — N is a homomorphism
of median algebras, and A C M, then T'(¢(A)) = ¢(T(A)). By iterating (or more

directly) we get ¢((A)) = (¢p(A)).
Lemma 11.7.2. Let Q) be a n-cube and A C Q with @ = (A). Then Q =T"(A).

Proof. We can assume that n > 3 (otherwise any subset is a subalgebra, so A = Q).
Let a € Q and let eq,..., e, be the adjacent vertices. By collapsing the parallel
class of the edge {a,e;}, we can assume inductively that there is some ¢; € {a,e;}
with ¢; € T"!1(A). Now a = c¢jcac3, and so the statement follows by induction. [

Next we have following lemma regarding simplex graphs. Let G be a graph, and
let S = S(G), and let o € S be the central vertex.

Lemma 11.7.3. Suppose that rank(S) < v < oo, and that S = (A) for some
ACS. Then S =T*(A).

Proof. Let Sy C S be the set of maximal elements of S with respect to inclusion (in
other words, the vertex sets of maximal cliques of G). Since rank(S) < oo, every
element of S is contained in an element of Sy. Let S; C S be the set of those v € S
such that there is precisely one 5 € Sy with v C 5. We write 5(y) = 5. Note that
So € S1. In fact, if v € Sy, then B() = . Note also that if v € Sy, and § € S
with § D 7, then 6 € S; and B(0) = B(7).

Let v € S1. Let 8 = B(y) and let @ = Q(B) € S. Given § € S, write
w(d) = BNd. Thus, w: S — @ is an epimorphism. (In fact, it is the gate map
to Q.) We note that w™'(y) = {~}. (For if w(d) = SN § = ~, then v C 4. Since
v €Sy, we have 6 C 3,800 = Nd =+.) Now Q = wS = w(A4) = (wA), so by
Lemma 11.7.2, v € T"(wA) = w(T"(A)). Thus v = we for some € € T"(A), and so
in fact y =€ € T"(A).

We now claim that if n < v and v € S with #v < n, then v € T?*"(A). We
prove this by downward induction on n.

By the above, the claim holds when v € S;. In particular, it holds for all v € §
with #v = v (since then v € S; C S;), and so the induction starts.

We can therefore assume that v ¢ S;. This implies that there are distinct
elements dy,dy € V(G) \ 7y such that 6, := yU {d;} and 5 := v U {dz} both lie in
S.

We claim that there is some ¢ € A with dy,ds ¢ €. For suppose not. Let
F={CeS|{n{d,ds} # @}. Now F < S is a subalgebra and A C F. Thus
F = (A) =S. In particular « = @ € F giving a contradiction.

Now 51626 Q 51 U 52 and dl,dg §é 51526. Therefore, 51526 = 51 N 52 =7. By the
inductive hypothesis, §; € T?~("*1)(A), and so vy € T?~"(A), proving the claim.

In particular we see that v € T?7°(A) as required. O

We can now finally prove Proposition 8.2.4:
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Proof of Proposition 8.2.4. We have observed that we can assume that A is finite
and that M = (A). Let a € M, let S(a) be the star at a, and let w : M — S(a)
be the gate map. Now S(a) = (wA). Also S(a) is isomorphic to S(G(a)) by an
isomorphism taking a to the central vertex, a, of S(G(a)). Therefore, by Lemma
11.7.3, we have a € T*(wA) = w(T?(A)). Now a = wb for some b € T?(A), so in
fact, a = b € T?(A) as required. O

11.8. Retracts.

In this subsection, we prove a result of [Ban| which (in our terminology) relates
1-path-connected subalgebras of a discrete median algebra to metric retracts.

Suppose A C IT is (a-priori) any subset of a discrete median algebra II. A (met-
ric) retraction to A is a 1-lipschitz map, f : II — II, such that f(II) = A
and f is the identity on A. (We are not assuming here that f is median homo-
morphism.) If such a map exists we refer to A as a (metric) retract of II. In
such a case, we can extend f to a retraction of the adjacency graph, I'(Il), to the
full subgraph, I'(A), with vertex set A. (This is in the graph-theoretical sense of
a map which sends each edge to a vertex or edge.) Note in particular, that A is
1-path-connected.

In fact, A is a subalgebra of II. To see this, suppose a,b € A and = € [a, .
Then p(a, fx)+ p(b, fz) < pa,z)+ p(b,x) = p(a,b), and so fx € [a,b]yy. Tt follows
that if a,b,c € A, then f(abc) = abc, so abc € A as required.

Note that by Lemma 11.1.1, I'(A) is an isometrically embedded copy of the
adjacency graph of A.

In particular, we have shown:

Lemma 11.8.1. Any metric retract of a discrete median algebra is a subalgebra.

The converse also holds. In fact, we can make a stronger statement. We say that
amap f: Il — Il is a folding to A if it is the identity on A, and if fx is adjacent
to fy whenever z is adjacent to y. We say that A is a folding of 1I. Clearly any
folding is a retraction. In this case, the extension of f to a map f : I'(Il) — I'(II)
sends edges to edges.

Note that, if A is convex, then the gate map to A is a retraction, but not a
folding (unless A = II).

We claim:

Proposition 11.8.2. Let A C II be a non-empty subset of a discrete median
algebra, I1. The following are equivalent:

(1) A is a 1-path-connected subalgebra of 11,

(2) A is a retract of 11,

(3) A is a singleton or a folding of 11.

In view of Lemma 11.8.1, we just need to prove (1) = (3).
Let A < II be a non-empty 1-path-connected subalgebra, with A ## II. Write
A* =11\ A. Given a € IT write A(a) C A for the set of b € A which are adjacent
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to a in II. This must be non-empty for at least one element a € A*. Moreover,
#A(a) < 2 for all a € A* (for if z,y,z € A(a) were distinct, we would have
a = xyz € A). Also, by Lemma 11.4.4, if #A(a) < 1 for all a € A*, then A is
convex.

Let us suppose that a € A* with A(a) = {ai,as} where a; # ay. Since A
is 1-path-connected, there is some o’ € A adjacent to both a; and ay. In fact,
a’ is unique, and {a,a;,aq,a’} is a 2-cube. We write W(a,a;) = {W;}, so that
W(a,a’) = {Wl,WQ}, and W1 rh WQ.

Let B be the set of b € II such that there exist by, by € A with bb; || aa;. (Recall
the discussion of parallel sets in Subsection 7.2.) Note that b € A* (otherwise
a = ajashb € A). In particular, AN B = @. We also see that A(b) = {by,b2}, and
that W(b, b;) = {W;}. Setting b’ = a’b1be, we have v/ € A adjacent to both b; and
by. In fact, if b # a, then {a,ai,as,d’,b,by,be,0'} is a 3-cube. Note also that if
a,b € B are adjacent in II, then o/, b" are adjacent in A.

Lemma 11.8.3. AU B is a I-path-connected subalgebra of 1.

Proof. Certainly A U B is 1-path-connected. We need to check that A U B < II.
Let ¢,d,e € AU B, and set f = cde. We can suppose ¢, d,e do not all lie in A.
There are thus three cases to consider.

Case (1): ¢,d,e € B. Let f; = ¢;die; € A. By Lemma 7.2.3, ff; || ce; || aa;, so
A(f) ={f, f2} and f € B.
Case (2): ¢,d € B,e€ A. Let f; = ¢;die € A. By Lemma 7.2.2, ffi || cc; || aa;, so

again, f € B.

Case (3): c € B, d,e € A. Let f; = ¢;de. Then W(f, f;) € W(c,c;) "N W(d,e) =
{W;} n W(d,e). If W; ¢ W(d,e), then f = f; € A. On the other hand, if
[ & {f, fo}, then Wi, Wa € W(d, e), so W(f, f;) = {Wi} = Wl(a,a;), so [fi || aa;,
so [ € B. O

Proof of Proposition 11.8.2. As noted earlier, we just need to prove (1) = (3). So
let A <II be a 1-path-connected subalgebra with #A > 2. We want to construct
a folding f : II — A.

For simplicity, we first consider the case where II is finite. We will construct
a strictly increasing sequence of 1-path-connected subalgebras, A = Ay < A; <
- < A, =11, and for ¢« < n, amap g;41 : A;11 —> A;, which is an intrinsic folding
of A;;1 to A;. We can then set f =g10¢gy0---0g,.

We begin by setting Ag = A. Suppose we have found A; # II.

If A; is convex, then we can find a € A* and ag € A; with a,ag adjacent in II.
We set A;11 = A; U{a}. This is a subalgebra of I (being the union of two convex
sets). Since #A; > 2, there is some o' € A; adjacent to ag. We define g;1 by
setting g;+1(a) = d'.

If A; is not convex, there is some a € A* with #A(a) = 2. We now set A;1; =
A; U B, where B is as defined earlier (substituting A = A;). By Lemma 11.8.3,
A1 < TI. We define g;41 by setting g;11(b) = 0’ (in our earlier notation) for all
be B.
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Since #A; is strictly increasing, this process must terminate at some A, = II.
We define f as above. This proves the result in the finite case.

(We remark that if we just wanted a retraction, we could stop as soon as we
arrive at a convex set, and precompose with the gate map.)

If II is infinite, we use transfinite induction. We construct subalgebras, A,,
indexed by ordinals o up to some ordinal v with A, = II, and such that Az < A,
whenever § < a. To do this, we again set Ay = A. For a limit ordinal, o, we set
Ao=U f<a Ag. For a successor ordinal « 4 1, we construct A,,; from A, exactly
as in the finite case. Since the sequence is strictly increasing, it must terminate at
some A, = IL

For a > 0, we define foldings f,, : A, — A, with f,|Az = fz whenever 5 < v as
follows. If « is a limit ordinal, f, is just the union of f3 for 8 < a. For a successor
ordinal o + 1, we set for1 = fa © gar1, Where goy1 @ Agr1 —> Ag is defined as in
the finite case.

We finally set f = f,. O

We remark that in the case where II is countable, one could use ordinary in-
duction over the natural numbers, rather than transfinite induction. (Note that in
any countable connected graph is there is a finite or semi-infinite path which visits
every vertex.)

In the finite case we get:

Proposition 11.8.4. A non-empty finite graph is a median graph if and only if it
is the retract of a cubical graph.

Recall that a “median graph” is one which has the form I'(Il) for a discrete
median algebra, II. It is “cubical” if IT is a finite cube. (In the literature, a cubical
graph is often referred to as a “hypercube”, though we have used this term here
with a different meaning.) Median graphs will be the topic of Section 16.

Proof. This follows by Proposition 11.8.3, since we can embed any finite median
algebra as a 1-path-connected subalgebra of a finite cube ¥: see Proposition 3.2.13,
and the discussion of Subsection 11.1. O

There is a similar statement in the infinite case, where we replace “a cublical
graph” with “the adjacency graph of a cube” as we define in Subsection 11.11. For
this, we use can Lemma 11.11.4 in place of Proposition 3.2.13.

There is also a version of Proposition 11.8.4 for quasimedian graphs: see the
Notes to Section 23.

11.9. More about free median algebras.

We return to the discussion of free median algebras in the finite case.

Let X be a finite set. Recall from Subsection 5.1 that the free median algebra
on X can be identified with the superextension, ®(X), of X, with the natural
inclusion, ¢ : X — ®(X). A wall of ®(X) determines a bipartition of X (taking
the preimages of the halfspaces under ¢). This gives a natural bijection between
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W(®(X)) and the set of such bipartitions. If A € &(X) and W € W(P(X)), then
precisely one element of the bipartition corresponding to W is contained in the
family A. This is the halfspace of W which contains A in ®(X). We have noted
(Lemma 5.3.2) that each element of ®(X) adjacent to A is obtained by flipping a
minimal element of A. Thus the walls of ®(X) adjacent to A correspond exactly
to the minimal elements of A (together with their complements in X).

If A, B € ®(X), then AA B is a subproset of Py(X) (that is, invariant under
x). The set of walls, W(A, B), separating A and B are precisely those which are
contained in AAB. Thus p(A,B) = ;#(AAB). This is maximised precisely
when A, B are distinct and lie in +(X). In this case, p(A, B) = 2#%72. In other
words, the p-diameter of ®(X) is 2#%2,

On the other hand, clearly any chain of proper subsets of X has length at most
#X — 1. Moreover, this is attained (by a chain of sets all of which contain one
element of X and exclude another). Therefore the o-diameter of ®(X) is #X — 1.
(Recall that o is metric defined in Subsection 11.6.)

We can say more about o as follows.

Given A € ®(X), write h(A) = min{#A | A € A}. Thus, h(A) = 1 if and only
if A€ X. If #X =2N — 1 is odd, then h(A) attains the maximum, N, precisely
at the central vertex. If #X = 2N is even, then h(A) attains the maximum, N,
precisely when A lies in the central cube.

Let A € ®(X). We say that a subset £ C A is flippable if each element of
L is minimal in A, and AU B # X for all A, B € L. In this case, let A[L] =
(A\ L)U{A* | A€ L}. Tt is readily checked that A[L] € ®(X). It is the result
of flipping each element of £ simultaneously, or in any sequence. Clearly, any
subset of L is also flippable, and we get a map ¢ : P(L) — P(X) by setting
d»(N) = A[N]. This is a median monomorphism. Its image, ¢(P(L)), is thus a
(#L)-cube in ®(X). In fact, it is a (#L)-cell: it is convex, since it is precisely the
interval [A, A[L]] in ®(X).

Let N = |#X/2|. Given A € ®(X) with h(A) < N, let L(.A) be the set of
minimal elements of A which have size at most N. Then L£(.A) is flippable. Set
A" = A[L(A)]. Then h(A") = h(A) + 1. By iterating this, we get a sequence,
A=Ay, Ay, ..., Ap, with m = N — h(A) and with h(A,,) = N. If #X is odd,
then A,, is the central vertex of ®(X). If #X is even, then A,, lies in the central
cube of ®(X). Thus N — h(A) is the o-distance of A from the central vertex or
cube. Moreover, the path Ay, ..., A,, is the canonical cube path from A to A,
(as defined in Subsection 11.6).

One can also calculate the rank of ®(X). We have noted that a wall of ®(X)
corresponds to a bipartition of X. We say that two bipartitions “cross” if all four
intersections arising from these bipartitions are non-empty. This is equivalent to
saying that the corresponding pair of walls cross. (Note that the union of two
halfspaces of ®(X) is a subalgebra thereof, so if this contains every element of
X, it must be all of ®(X).) Therefore, by Lemma 8.2.1, the rank of ®(X) is the
maximal cardinality of a family of pairwise crossing bipartitions.
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The situation is perhaps more transparent if we consider the even and odd cases
separately. Suppose #X = 2N is even. Note that the collections of all sets arising
from a pairwise crossing set of bipartitions is a Sperner family on X. By Sperner’s
Lemma (Lemma 2.2.3), it must have at most (%) ) elements. Therefore, there are at
most 1(%Y) = (*y!) bipartitions. In fact, this is realised by taking the set of all
equal bipartitions. In that case, the resulting walls are precisely those which cross
the central cube (which we we have previously noted has this rank). We therefore
see that rank(®(X)) = (*!). (In fact, Sperner’s Lemma is sharp, which means
that the central cube is the unique cube of this rank.)

Now suppose that #X = 2N — 1 is odd. In this case, we need a variation of
Sperner’s lemma as given in [ErKR]. Given any set of pairwise crossing bipartitions,
select the smaller set from each bipartition. Each set of this family has size at most
N —1, and any two of them intersect. Now Theorem 1 of [ErKR] implies that such
a family has at most (%) = (*}?) elements. (See the Notes to this section.)
Again, this is realised. To see this, choose any a € X, and consider the set of
all subsets of X \ {a} of size N. This has (*?) elements, and the resulting
bipartitions of X of all cross. In fact, the corresponding walls all cross a cube of
this rank: this cube contains the central element of ®(X) and its antipodal vertex
is obtained by flipping each of these sets. (There are #X cubes which arise in this
way.) We therefore see that rank(®(X)) = (*?).

We can summarise the two cases together as:

Proposition 11.9.1. rank(®(X)) = <[i§7211>
(Here [.] denotes the ceiling function.)
Note that any permutation of X extends to an automorphism of ®(X).

Lemma 11.9.2. Suppose QQ C ®(X) is a cell of (X)) which is invariant under all
permutations of X. If #X is odd, then Q is the central element of ®(X). If #X
is even, then @ is the central cube of (X).

Proof. Suppose #X is odd. It is easy to see that the central element is the only
vertex of ®(X) which is invariant under all permutations of X. Consider the gate
of this vertex in @) together with the antipodal vertex of (). These are also invariant
under all permutations, hence all three points are equal. In other words, () is just
the central element.

Suppose #X is even. Let @)y be the central cube, and let F' C )y be the image
of () under the gate map to Jg. Thus, F' is a face of QQg. Suppose @@ # Q.
Since rank(Qg) = rank(®(X)), F is proper face. Suppose that {A, A*} is an equal
bipartition of X. This corresponds to a wall of ®(X) crossing Q. Let 7 : X — X
be any permutation of X with 1A = A*. Choose any A € F. By construction of
(o, we can suppose that A € A. Now A* € 1A € F. This shows that any wall of
®(X) which crosses @ also crosses F. This contradicts the fact that F' is proper
face. Therefore () = Qg as required. O
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The above justifies our use of the term “central”. Let A = A(P(X)) be the
realisation of ®(X) as a cube complex. Since the construction is canonical, any
permutation of X extends to an automorphism of A. Lemma 11.9.2 tells us that
any canonically determined point of A must be the central vertex, or the centre of
the central cube (depending on the parity of #X).

Suppose for example, we equip A with the standard euclidean metric, so that
each cube is isometric to a euclidean cube with unit side lengths. As explained in
Section 18, this metric is CAT(0). In any complete CAT(0) space, any finite set
of points has a canonical centre: the unique point which minimises the maximal
distance to any of these points. Applying this to X C A, we see that this is the
central point of A.

11.10. Subdivisions.

We now consider subdivisions of a discrete median algebra. We have already
mentioned subdivisions in Subsection 10.2. If we think of a discrete median algebra,
A, in terms of its realisation, A(A), then the process of subdivision cuts each cell
of A(A) into smaller cubes. In this way, A can be identified as a subalgbra of a
discrete median algebra, II, namely the set of 0-cells of the subdivision. Going in
the opposite direction, we want to characterise the subalgebras, A, of II that can
arise in this way. We begin with a formal definition, and then relate it to a more
geometrical interpretation.

Definition. A subalgebra A C II is subdividing if every wall of Il crosses A,
and every pair of crossing walls in Il also cross in A. We also say that II is a
subdivision of A.

Note that the first statement is equivalent to saying that IT = hully(A).

Given any @ € C(A) let X(Q) = hullp(Q).

Suppose that a,b € A are adjacent in A, that is {a,b} € C;(A). Then X({a,b}) =
[a, b];;. This has rank 1. (For suppose W, W’ are walls of II crossing {a, b}. If W, W’
cross in II then they cross in A. In particular, there is some ¢ € A with ¢|ya and
clwb. It follows that abc € [a,b]s \ {a,b}, contradicting the fact that a,b are
adjacent in A.) We see that, [a,b]; is a finite totally ordered set, and therefore
median isomorphic to I, = {1,...,p} for some p > 2.

Now suppose @ € C,(A). The walls, Wy, ..., W, of @, each determine a parallel
class of 1-cells of A which cross that wall. If ¢; € C1(Q) crosses W, then ¢; deter-
mines an interval, hully(e;) = I,,. By Lemma 10.3.5, (@) is naturally isomorphic
to [, X(&) =[], I, This accords with the more intuitive notion of what we
mean by a “subdivision” of ().

Suppose that R,S € C(A). Now R,S are convex in A, and X(R),X(S) are
respectively, their convex hulls in II. Therefore, by Proposition 7.4.11, we have
E(R)NX(S) =X(RNS). In this way we can think of {3(Q)}gec(a) as a complex
of subdivided cubes.
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We can interpret this in terms of the construction of Subsection 10.2. We embed
A into W(A) = {0, 1Y), For each W € W(A) let T(W) be a copy of X({a,b}) =
[a, by, where {a, b} is any 1-cell of A crossing W. We can in turn embed W(A)
into T(¥(A)) := [Tywewn TW). Given @ € C(A), let T(Q) = hullyy4)(Q).
Let T(A) = Ugeen) T(Q). By Lemma 10.2.2, T(A) is a subalgebra of T(A).
For each @ € C(A) we can naturally identify ¥(Q) with T(Q). We can therefore
identify U = Ugeen) 2(Q) € I with T(A). As noted in Subsection 10.2, we
have X(RST) = L(R)X(S)X(T) for all R, S, T € C(A), using the natural median
structure on C(A) described earlier.

Finally we claim that U = II. For this we show that U is 1-path-connected and
locally convex in II. By Lemma 11.4.4 it then follows that U is convex, hence all
of II.

The fact that U is 1-path-connected is easy to see, since each of the sets 3(Q)
is 1-path-connected, and A is intrinsically 1-path-connected.

To see that U is locally convex, let () € Co(II), and suppose that a,b € @ are
antipodal corners of @), with a,b € U. We claim that ¢ C U. (This is stronger
than what we need.) To see this, let ¢ € @ \ {a,b}. Now the two walls of Q) cross
also in A. Choose any d € A in the intersection of halfspaces containing c¢. Then
c=abd. Let a € 3X(R), b€ X(5) and let T' = {d} = 3({d}), where R, S,T € C(A).
Now ¢ € X(R)X(S)X(T) = X(RST) C U as required.

In summary we have shown:

Lemma 11.10.1. Let A be a subdividing subalgebra of a discrete median algebra,
II. Given Q € C(A), let 3(Q) = hullp(Q) C II. Then, X(Q) is isomorphic to
a direct product of finite totally ordered sets with its corners at ). Moreover,
IT = Ugee 2(Q), and E(R) NE(S) = X(RNS) for all R, S € C(A).

This accords with the more intuitive notion that Il is a subdivision of A.

In the special case of a finite median algebra, II, there is a unique minimal
subdividing subalgebra, which can be described in terms of extreme points.

If a,b € II are adjacent, we write W (a, b) be the unique wall of Il separating a, b.
Given a € 11, we refer to the walls W(a,b) for b € L(a) as the adjacent walls to
a.

Definition. We say a € Il is extreme if its adjacent walls pairwise cross.

In other words, W(a,b) h W (a,c) for all distinct b, c € L(a).

We write ext(II) for the set of extreme points. We will assume for the following
discussion that Il # &. Then it is easy to see that extreme points exist — any
point b which maximises p(a,b) for any fixed a € II will be extreme. In fact:

Lemma 11.10.2. Suppose 11 is finite and non-empty. Let Wy, ..., W, € W(II) be
a set of pairwise crossing walls, and let € € {+,—}". Then ext(II) N O(¢) # @.
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Proof. By Lemma 11.3.1, there is some n-cell, Q C II, with Q M W; for all i. Thus
QN O(e) consists of a single point, a, and O(¢) = w™!(a), where w : II — @ is the
gate map. Choose b € O(e) so as to maximise p(a, b). We claim that b € ext(II). To
see this, suppose for contradiction that ¢, d € L(b) with ¢ # d and W (b, ¢) ff W (b, d)
(otherwise, a, b, c,d would all lie in distinct orthants of {W (b, c), W(b,d)}). Then
p(a,c) and p(a,d) cannot both be less than p(a,b), so without loss of generality,
pla,c) = p(a,b)+1. By maximality of p(a, b) we see that ¢ ¢ O(e), so W(b,c) = W;
for some 7. It follows that W (b, d) ¢ {Wh1, ..., W,}, and so W (b, d) separates b from
Q. Since W; fi W (b, d), W; cannot cross @, giving a contradiction. Thus b € ext(II)
as claimed. O

In particular, this shows that (ext(II)) is a subdividing subalgebra of II.

Conversely we claim that any subdividing subalgebra, A, contains ext(Il). To
see this, let a € ext(I). For each b € L(a), let H(b) be the halfspace of W (a,b)
containing a. By hypothesis A N H(b) # @. Also, if b,c¢ € L(a) with b # ¢, then
ANH(b)NH(c) # @. Thus, {ANH(b) }ser(a) is a pairwise intersecting finite family
of convex sets. Thus, by the Helly Property (Lemma 7.1.1) AN (,cp ) H(b) # 2.
But (Vyep o) H(0) = {a}, and so a € A as required.

In summary, this shows:

Proposition 11.10.3. Any finite median algebra contains a unique minimal sub-
dividing subalgebra, namely that generated by the set of extreme points.

11.11. Infinite cubes.

We continue this section with a discussion of (possibly infinite) cubes. These
can be thought of as universal discrete median algebras (see Lemma 11.11.4). We
first return to a brief discussion about hypercubes.

Let X be any set, and let P(X) be its power set. We view P(X) as a median
algebra, naturally isomorphic to the cube {0,1}*. By Lemma 2.1.3, if A, B,C €
P(X), then the statement A.C.B is equivalent to AN B C C C AU B. Given
A e P(X), we write A* = X \ A. Given A, B € P(X), we write AAB = (AU
B)\ (ANB) = (A\ B)U(B\ A) for the symmetric difference. (Thus, (P(X), A,N)
is a boolean ring, as discussed in Subsection 3.4.) Given any P € P(X), the
involution [A — AAP] : P(X) — P(X) is a median automorphism. Under
the identification with {0, 1}, it corresponds to swapping 0 and 1 in each of the
p-coordinates where p € P. Note also that any permutation, § : X — X, of X
also induces an automorphism, [A — 6A], of P(X).

Let T(X) C P(X) the set of all finite subsets of X. Then 7 (X) is convex in
P(X), hence intrinsically a median algebra. Note that if P is finite, then the map
[A — AA P] preserves T(X). We refer to a map of this sort as a coordinate
flip. Given that AA(AA B) = B, we see that 7(X) is homogeneous. We also
note that any permutation of X induces an automorphism of 7(X). If Z C X,
then we can naturally identify 7(Z) as a convex subset of 7(X). Note that 7 (X)
is naturally isomorphic to the direct product, 7(Z) x T(Z*).
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Clearly 7 (X) only depends up to isomorphism on the cardinality, #X, of X.
Writing X = #X, we can write Ty = 7 (X). Thus Txyo = T X T3 for any cardinals,
N and 3. If N is finite, then Ty is an N-cube. If N is infinite, then assuming the
Axiom of Choice, #Tx = N. Also Tx = Tx X Tx = Tx x {0, 1}.

Definition. We will refer to a median algebra isomorphic to 7y for a cardinal N
as an N-cube. A cube is an N-cube for some N.

Note that this agrees with previous terminology when N is finite.

Givena e X, let W ={AeT(X)|ace Al and W, ={A e T(X) |a ¢ A},
and set W, = {W;, W;}. Then W, is a wall of T(X). (It corresponds to the
projection of {0, 1} to the a-coordinate.) We will see (Lemma 11.11.3) that every
wall has this form. Note that if a,b € X are distinct, then W, m W, (since
@,{a},{b},{a,b} lie in different orthants of {W,, W,}).

Suppose that Y C Z C X. Let A(Y,Z)={C e T(X)|Y CC C Z}. (In this
notation, W,;m = A({a}, X) and W, = A(@, {a}*).) Note that A(Y, Z) # @ if and
only if Y is finite. If A, B € T(X), then (by Lemma 2.1.3) [A, B] = A(ANB, AUB).
In particular, [A, B] is finite, and so 7 (X) is a discrete median algebra.

Lemma 11.11.1. If Y C Z C X, then A(Y,Z) is convex in T (X).

Proof. It A,B € A(Y,Z) and C € [A,B], then Y CANBCC CAUBC Z, so
CeAY,2). O

Note that there is a natural isomorphism, 7(Z\Y) — A(Y, Z) given by [A —
AUY]. In particular, if Z is finite, then A(Y, Z) an n-cube, where n = #(Z\Y).
It turns out that all convex subsets of 7 (X) have this form:

Lemma 11.11.2. Let B C T(X) be conver. Let Y = (B and Z = |JB. Then
B=AY.,Z).

Proof. Clearly B C A(Y, Z). We claim that A(Y, Z) C B.

Let Ac AYY,Z). If Be BC A(Y,Z), then AA B is finite. We choose B € B
with #(A A B) minimal. We claim that AA B = @. For suppose a € AA B.
Since A, B € A(Y,Z), we have Y C ANBand AUB C Z. Thus,a € Z\Y. If
a € A\ B, let B'= BU{a}. Since a € Z = |J B, there is some C € B, with a € C.
Now BNC C B CBUC,so B.B'.C,so B e B.Ifae B\ A, let B= B\ {a}.
Since a ¢ Y = (B, there is some C € B with a ¢ C. Again, BNC C B C
BUC, so B.B'.C, so again B' € B. Either way, AAB = (AAB) \ {a}, so
#(AA B') < #(AA B), contradicting minimality. Thus AA B = @ as claimed.
Thus A =B € B. 0

Since A(Y, Z) is median isomorphic to 7(Z \ Y), it follows that any convex
subset of T(X) is intrinsically a cube.
In particular, we see that every finite convex subset of 7 (X) is a cube, hence a

cell of T(X).
Lemma 11.11.3. Let W be a wall of T(X). Then W =W, for some a € X.
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Proof. Let W = {B,B'}. By Lemma 11.11.2, we have B = A(Y,Z) and B’ =
AY' Z"), where Y C Z C X and Y/ C 7/ C X, and Y,Y’ are finite. We can
suppose that @ € B, so Y = g and Y # @. Now Z' # X. Let a € (Z')*, so
{a} ¢ B, so {a} € B,soY C {a}, so Y = {a}. If b € {a}*, then {b} ¢ B, so
{b} e B',sobe Z' so Z = {a}*. Tt now follows that B = A({a}, X) = W, and
B = A(@,{a}*) =W, . Thus W = W,. O

It now follows that the walls of 7 (X) pairwise cross.

We also note that W(A, B) = {W, | a € AA B}, where W(A, B) C W(T (X))
is the set of walls separating A and B. In particular, the combinatorial metric,
pr(x), on T(X), is given by pr(x)(A4, B) = #(AA B).

We next observe that any discrete median algebra can be embedded in a median
algebra of this form.

Let I be a discrete median algebra, and let X = W(II). Choose any basepoint,
p € II. Given any W € W(II), direct W so that p € W~. Given any a € II,
let A(a) = {W € W) | a € W'} € P(X). Note that A(a) is precisely the
set of walls separating a and p, so A(a) € T(X). Now [a — A(a)] is a median
monomorphism, so its image, A = {A(a) | a € 11} is a subalgebra of 7(X). (Note
that if a.b.c holds in I, then A(a) N A(b) C A(c) C A(a) U A(b): cf. the discussion
of hypercubes in Subsection 10.2.) In fact, A is 1-path-connected, and |J A = X.
This shows:

Lemma 11.11.4. Any discrete median algebra embeds as a 1-path-connected sub-
algebra of Ty, where X = #W(II).

We note (given the Axiom of Choice) that if II is infinite, then #W(II) = #I1.

Also, by Proposition 11.8.2, one can say in addition that the subalgebra is a
retract of Ty.

We can now give a number of characterisations of 7.

Lemma 11.11.5. Let © be a discrete median algebra. Then the following are
equivalent.

(U1): © is a cube.

(U2): The walls of © pairwise cross.

(U3): If a,b,c € © are distinct with b, ¢ adjacent to a, then {a,b,c} lies in a 2-cell
of ©.

(U4): Every interval in © is a (finite) cube.

(U5): Every finite convex subset of © is a (finite) cube.

Proof. We have seen that (Ul) implies (U2), (U4) and (U5). Also (U3) follows
from (U4) applied to the interval [b,c]. Since intervals are convex, (U5) implies
(U4).

To see that (U2) = (U3), let a, b, c be as in (U3). We can suppose that b # c.
Let Wi € W(O) be the wall separating a and b, and let W5 € W(O) be the wall
separating a and c¢. Now W; th Wy, We can suppose that a € W, N W, . Let
e € W,rNnW,', and let d = bee. Then {a,b,c,d} is a 2-cell of ©.
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We finally show that (U3) = (Ul). By Lemma 11.11.4, we can embed O as a
1-path-connected subalgebra of 7 = Tx. By Lemma 11.11.2 and the subsequent
remark, it is is enough to show that © is convex in 7. By Lemma 11.4.4, it is in
turn enough to show that it is locally convex. To this end, suppose that @Q C T is
a 2-cell with #(Q N ©) = 3. We have QN O = {a, b, c} where a € [b,c|. By (U3),
there is some d € © such that {a,b,c,d} is a 2-cell of ©, hence also of 7. There
can only be one such 2-cell containing {a, b, c} (see Lemma 10.3.6). It now follows
that d € @, giving a contradiction. Thus, © is convex in T as claimed. O

We can say a bit more about the structure of such median algebras.

Write Aut(7(X)) for the automorphism group of 7(X). We have noted that
Aut(T (X)) contains all coordinate flips and permutations of X. In fact, the set of
all coordinate flips (on finite subsets of X') form a normal subgroup, N<Aut(7 (X)).
We claim that the quotient, Aut(7(X))/N, can be naturally identified with the
permutation group of X.

To see this, let ¢ € Aut(7(X)). After composing with a coordinate flip (on ¢(2))
we can assume that ¢(&) = @. Now ¢ permutes the walls of 7(X). Therefore, by
Lemma 11.11.3, there is some permutation, 6 : X — X, such that ¢ sends the wall
W, to Wy,, for all a € X. Therefore, after composing again by the automorphism of
T (X) induced by 0, we can suppose that ¢ fixes W(T (X)). Now, given A € T(X),
we have W(2,A) = {W, | a € A}. Therefore, since ¢ fixes @ and W(@, A), it
must fix A. In other words, ¢ is the identity. This shows that every element of
Aut(7 (X)) is a product of a coordinate flip and a permutation of X.

Another observation is that Aut(7 (X)) acts transitively on the set of n-cells of
T(X), for all n € N. To see this, recall that by Lemma 11.11.2, any n-cell, @, of
T (X) has the form A(Y, Z), where Y C Z C X, and Y, Z are finite. After applying
the coordinate flip corresponding to Y, we can suppose that Y = &. Now there is a
permutation, # : X — X, sending Z to a fixed subset, say Z,,, of X of cardinality
n. The induced automorphism of 7 (X) now sends @) to the n-cell A(2, Z,).

For future reference, we make the following definitions. Let II be a discrete
median algebra.

Definition. An X-cell of II is a convex subset median isomorphic to Tx.

If N is a finite cardinal, then this is consistent with earlier terminology. By
default, “cells” are assumed to be finite.

Definition. We say that II is small if it contains no RN-cell for any infinite cardinal
N,

Note that (assuming the Axiom of Choice) this is equivalent to saying that II
contains no Ny-cell. It is also equivalent to saying that Il contains no increasing
union of (finite) cells.

Clearly if rank(II) < oo, then it is small (by Lemma 11.3.2). More generally, if
IT has no infinite family of pairwise crossing walls, then it is small. The converse is
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not true however. (Consider the subalgebra of N x T (N) consisting of those pairs,
(n, A), for which A C {0,...,n}.)

11.12. The Roller boundary.

We next describe the “Roller boundary” of a discrete median algebra, II.

Recall from Subsection 9.2 that we have a monomorphism, 7 : II — F(H(II))
defined by setting n(a) = {H € H(II) | « € H}. Here H(II) is the proset of
halfspaces of II, and F(H(II)) is the median algebra of flows on H(II).

Lemma 11.12.1. If 11 is discrete, then n(I1) is convex in F(H(IT)).

Proof. Let a,b € II, and let R lie in the median interval, [n(a),n(b)]# in F(H(II)).
We want to find some ¢ € II such that R = n(c).

From the definition of the median structure on F(H(II)), we have R C n(a)Un(b).
In other words, if H € R, then {a,b}NH # @, and so [a,b])NH # &. f H H € R,
then (from the definition of a flow) H N H' # @. Therefore, by the Helly Property
(Lemma 7.1.1) we have [a,b)]NHNH' # &. Since [a, b] is finite, {[a,b)]NH | H € R}
is a finite family of pairwise intersecting convex sets. So by the Helly Property
again, we see that [a,b] N (R # @. Let ¢ € (JR. Then R C n(c). Since R and
n(c) are both flows, it follows that R = n(c), as we wanted.

In summary, we have shown that [n(a),n(b)]z C n(II), so n(IT) is convex. O

We remark that this can also be understood in terms of the construction of
Example (Ex3.7) of Subsection 3.4: in fact n(II) is a ~-class, where two points are
~-related if the interval between them is finite. We say a bit more about this at
the end of this subsection.

We write Ogll = F(H(IT)) \ n(II). We refer to Ogll as the Roller boundary of
II. We mention a few simple examples.

(Ex11.1): If IT is finite, then by Lemma 9.2.2, Ogll = &.

(Ex11.2): Suppose that II has rank 1. Then the adjacency graph, I'(Il), is a sim-
plicial tree. We discussed this case in Example (Ex9.4) of Subsection 9.1. There is
a natural boundary, OI'(II), which can be defined in many equivalent ways. (See
Subsection 15.2 for some discussion in the context of R-trees.) Here a flow can be
thought of as assigning a direction to each edge of I'(Il) such that there are no
sources. There is at most one sink. If @ € II is a sink, then the flow must be 7n(a).
If there is no sink then the the flow converges on some unique point in OI'(II).
Conversely, every point OT'(IT) has a unique flow converging on it. In this way, we
can naturally identify dgll with oT'(II).

(Ex11.3): As a special case of (Ex11.2), the integers, Z, naturally form a rank-1
discrete median algebra with I'(Z) identified with the real line, R. In this case, we
can write OR = {—o00, +00}. So OgZ = {—00, +00}.
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(Ex11.4): If IT', IT" are discrete median algebras, one can check that there is a nat-
ural isomorphism F(H(IT x II')) = F(H(I)) x F(H(II')). (See Example (Ex9.2)
of Subsection 9.1, given that H(II x II") = H(II) U H(II').) Thus Or(Il x II') =
(OgIl x IT") U (IT x ORIT"). For example, Or(Z?) consists of a “square” with four cor-
ners, {(—00,00), (—o0, ), (00, —00), (00, 00)}, together with a copy of Z inserted
into each of its four sides.

(Ex11.5): Let X be any set, and let © = T(X) be the cube as defined in the
previous subsection. Then H(O) = {W.,f | a € X} U{W, | a € X}. Given
Y € PX), let RY) ={W, | ae€ Y}U{W, | a¢ Y} C H(O). Since the
walls of © pairwise cross, this is a flow, i.e. R(Y) € F(H(©)). Conversely, if
R € F(H(©)), let Y(R) = {a € X | W,;; € R} € P(X). We see that the
maps [Y — R(Y)] and [R — Y (R)] give us inverse bijections between P(X) and
FH©O)). fAcO=T(X), thenAeW/<acAandAec W, < a¢ A Thus,
n(A)={AeH(O)| Ae H} = R(Y). It follows that n(0) = {R(A) | A € T(X)},
which is identified with 7 (X) under the above bijections. In this way we can nat-
urally identify 0z© with P(X) \ 7(X); that is, the set of infinite subsets of X.

There are several equivalent ways of describing the Roller boundary. Here is
another way of interpreting the above construction. A variation on this will be
described in Subsection 12.6: see Lemma 12.6.2.

Let IT be a discrete median algebra. Recall that we can identify II as a subalgebra
of the hypercube ¥ = W(II) := [[W(II). A wall W € W(II) determines a wall
of W. Given p € U, we write H(W,p) € H(¥) for the corresponding halfspace of
¥ which contains p. By construction, II N H(W,p) € H(II) is the halfspace of II
determined by the W-coordinate of p in V. Note that (e H(W.p) = {p}.
We equip ¥ with the product topology, which is compact by Tychonoft’s Theorem.
A neighbourhood base of p in W is given by the family (o, H(W, p))v as V
ranges over all finite subsets of W(II).

We can view U as the set of all x-transversals to H(II). In this way, F(H(II)) C
U. By definition, if p € U, then p € F(H(II)) if and only if [INH (W, p)NH (W', p) #
o for all W, W' € W(II). This is a closed property, so F(H(II)) is a closed subset
of U. Under the above identification, we have IT C F(H(II)).

Now if p € F(H(II)) C ¥, and ¥V € W(II) is finite, then by the Helly Property
(Lemma 7.1.1) in II, we have ILN (o, H(W,p) = ey (ILN H(W,p)) # @. We
therefore see that p lies in the closure of II in W.

In summary, we have shown:

Lemma 11.12.2. Let I be a discrete median algebra. Let W(II) = [JW(II), and
identify 11 C F(H (1)) C W(II) as above. Then F(H(IL)) is the closure, 11, of I1 in
U(II).

We can thus identify OglIl with IT \ II.
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For example, consider the case of a cube, ©, as in Example (Ex11.5) above.
There is a natural bijection, P(X) = ¥(0) = [[W(O) = [[,cx{W., W, }. (The
a-coordinate of A € P(X) is W, if and only if a € A.) In this case, © is dense in
U(0O), and so we see once more that dg© = ¥ \ O.

Another way to express this is in terms of “Busemann cocycles”. We briefly de-
scribe this as follows. Let R be the set of 1-lipschitz cocycles on II. That is, func-
tions, f : 1?2 — Z satisfying | f(z,y)| < p(z,y) and f(x,y) + f(y,2) + f(z,2) =0
for all z,y,2z € II. Then, R is compact in the subspace topology of the product
topology on Z™*. Define ¢ : IT — R, by setting ¢ (a)(x,y) = p(a,y) — p(a, x). This
is injective, and we can identify OrIl with ((II)\ ((II). (Such cocycles are generally
termed “Busemann cocycles” with respect to the metric, p.) To relate this to the
above description, note that we have a map & : F(H(II)) — R, given by setting
§(R)(z,y) = #(RNH(z,y)) — (RN H(y, x)), where H(z,y) ={H € H(II) |z €
H*, y € H}. In this way, ( = £ on. We leave the details as an exercise.

In the case of small discrete median algebras there is yet another, perhaps more
intuitive, description of a Roller boundary given by Proposition 11.12.8 below. For
the moment, II can be any discrete median algebra.

Recall that H(II) is the set of halfspaces of II. Given a,b € II, let H(a,b) =
{H € H(a,b) | a € H*, b € H}. Thus H(a,b) C H(a,c) U H(c,b) for any ¢ € II.
Also ¢ € [a,b] if and only if H(a,c) U H(c, b) = @.

Recall that a sequence a = (a;)ien is monotone if a;.a;.a; holds whenever
1 < j < k. Note that a is eventually constant if and only if it is bounded, i.e.
there is some b € II such that ag.a;.b for all .. On the other hand, if the a; are all
distinct, then a is unbounded. We write S for the set of all monotone sequences in
I1.

Suppose a € S. Then a can cross any given wall, W € W(II), at most once. In
particular, it must eventually lie in either W~ or W*. Let R = R(a) C H(II) be
the set of halfspaces, H € H(II), such that a eventually lies in H. Clearly R is a
flow on H(II), that is, R € F(H(II)). We say that a converges on R.

Recall that we have an injective map, n : Il — F(H(II)). Note that R € n(II)
if and only if (VR # &, in which case, (R = {a} and R = n(a). Let Ogll =
F(H(IT)) \ n(II) be the Roller boundary.

Lemma 11.12.3. Let a € S and let R = R(a). Then R € n(Il) if and only if a is
bounded.

Proof. 1f a is bounded, then it is eventually constant and equal to some a € II. In
this case, R = n(a).

Conversely, suppose that R = n(a) for some a € II. We claim that a; € [ao, d]
for all 7. For if not, there is some H € H(II), with ag,a € H and a; € H*. Since
R = n(a), we have H € R. Therefore, there is some j > ¢ with a; € H. But
a; € [ag,a;] € H, giving a contradiction. Thus, a is contained in [ao, a], hence
bounded (and is eventually a). O
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Note that if b is any subsequence of a, then R(a) = R(b). This leads to the
following definition.

We let ~ be the smallest equivalence relation on S, such that any a € S is
~-related to any subsequence of a. Note that if a ~ b, then a is bounded if and
only if b is, in which case, they eventually stabilise on the same element of II. Also
by the above observation, if a ~ b, then R(a) = R(b).

We claim that the converse is also true. To see this, we introduce the following
notation.

Given R € F(H(II)) and a,b € TI, we write a <g b to mean that H(a,b) C R.
If a <gpcand c <gb, then a <g b and a.c.b. (The former statement follows since
H(a,b) € H(a,c) UH(c,b). For the latter, if a.c.b fails, let H be a halfspace with
a,b € H* and ¢ € H. Then H € H(a,c) C R, and H* € H(c,b) C R, giving a
contradiction.)

Lemma 11.12.4. Leta € S and R = R(a). Then a; <g a; whenever i < j.

Proof. Suppose not. There is some H € H(a;,a;) with H* € R. Thus a, € H* for
some k > j. But a; € [a;,a;] € H*, contradicting H € H(a;,a;). O

Lemma 11.12.5. Let a € S and R = R(a). Given any b € I, we have b < a; for
all sufficiently large 1.

Proof. Note that by Lemma 11.12.4 and transitivity of <g, it is enough to find
some 7 for which b <g a;. Now H(ag, b) is finite, and so there is some i such that
a; € H for all H € H(ap,b) N R. Now H(b,a;) C H(b,ap) U H(ao,a;). By Lemma
11.12.4, H(ao, ;) C R.

Suppose, for contradiction that there is some H € H(b,a;) \ R. Then H ¢
H(aop,a;), so H € H(b,ap). Then H* € H(ap,b) N R, so a; € H*. But this
contradicts H € H(b,a;). We have shown that H(b,a;) C R, in other words
b <g a; as required. O

Now suppose that a,b € S with R(a) = R(b) = R, say. Applying Lemma 11.12.5
to a, by, we can find some 4y > 0 with by <g a;,. Applying it again to b, a;, we find
some j; > 0 with a;; <g bj,. We similarly get i3 > 4; with b;, <g a;,. Continuing
in this manner we find an infinite sequence, by <g a;, <gr bj, <gr a;, <g b;, <g -
with (i,), and (j,), both strictly increasing. This sequence is monotone, and
shares some common subsequence with both @ and b. Therefore a ~ b. We have
shown:

Lemma 11.12.6. Ifa,b € S, then R(a) = R(b) if and only if a ~ b.

In fact, there is some ¢ € § which shares both a subsequence with a, and another
subsequence with b.

This shows we have natural injective map S/~ — F(H(II)). In general, this
is not surjective (as the example of the Ny-cube Ty, shows). However, recall that
IT is “small” if it contains no infinite increasing sequence of cells.
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Lemma 11.12.7. IfII is small and R € F(H(II)), then there is some a € S, with
R = R(a).

If R = n(a), then we could just take a to be the constant sequence a. So we
might as well take R € Ogll.

In this case, we can say more. Given any a € II, there is a canonical monotone
cube-path, a, with ap = a and with R = R(a). This is essentially the same
construction of a canonical cube-path between two points, which we discussed
carlier (see Lemma 11.6.2).

To describe this, let Ho(a) be the set of H € H(II) adjacent to a, with a € H*.
In other words, there is some b € II (adjacent to a) with H(a,b) = {H}. Now the
elements of Ho(a) N R pairwise cross (since, by definition of a flow, Hy N Hy # &
for all Hy, Hy € R). Since II is small, it follows that Ho(a) N R is finite. Therefore,
there is some p = p(a, R) € II, with [a, p] a cube, such that H(a,p) = Ho(a) N R.
Note that a <g p. We now proceed inductively, setting ag = a, and a;41 = p(a;, R).
This gives us a monotone sequence, a, with ag <g a1 <g as < ---.

We claim that R(a) = R. To see this, let H € R. Suppose that ag € H*.
Let Hy > Hy > --- > H, = H be a chain in H(II), with ap € H}, and with n
maximal. (Recall that > here means proper superset.) Since H, € R, H,, € R
for all m. In particular, H; € R. But also H; € Hy(a). (For otherwise, there
would be some Hy € H(II), with a € H§ with Hy > H;, contradicting maximality.)
By construction, a; = p(ag, R) € Hy. Moreover, the maximal length of a chain of
halfspaces between a; and H is at most n — 1. Continuing inductively, we see that
a, € H. It then follows that a; € H for all i > n. Therefore H € R(a). In other
words, R C R(a). Since these are both flows, R = R(a), as claimed.

This proves Lemma 11.12.7.

In summary we have shown:

Proposition 11.12.8. If II is a small discrete median algebra, then its Roller
boundary, Orll, can be naturally identified with the set of ~-classes of unbounded
monotone sequences in I1. Moreover, given any basepoint in 11, there is a canonical
monotone cube-path converging on any given element of Orll.

Under a slightly stronger assumption, one can say a bit more about the structure
of the Roller boundary. We say that Il is subinfinite-rank if every set of pairwise
crossing walls of II is finite. This is the same as saying that the proset, H(II), is
subinfinite-rank, in the terminology introduced in Subsection 9.5. Note that finite-
rank implies subinfinite-rank, which, in turn, implies small. (However, small does
not imply subinfinite rank — as noted at the end of Subsection 11.11.)

As in Example (Ex3.7) of Subsection 3.4, we define an equivalence relation, ~,
on F(H(II)) by setting R ~ S if the interval [R, S] is finite (or equivalently, R A S
is finite). We write F = F(#(IT)) = F(H(IT))/~ for the quotient median algebra.
This was discussed in a more general context in Subsection 9.5. Note that, in the
terminology there, the proset H(II) is boundless. (In fact, if Hy > H; > Hy > ---
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is any downward sequence in H(II) then (;2, H; = &.) Therefore, an immediate
consequence of Proposition 9.5.4 is:

Proposition 11.12.9. If 11 is subinfinite-rank, then the quotient median algebra
F is discrete.

We write p for the combinatorial metric on F.

Recall that in Subsection 9.4, we defined subalgebras, Fy < Fy < F(H(II)). In
the present set-up we have nll = F; (essentially by definition). Now Fj is a ~-class,
and any two elements of nll are ~-related, and so we get nll = Fy = F; € F.

Suppose now that rank(II) is finite.

Proposition 11.12.10. If [R] € F, then rank([R]) + p(nIL, [R]) < rank(IT).

Proof. As observed at the end of Subsection 9.5, we have p(nIl, [R]) = A([R]), where
A: F — P(L) is the homomorphism defined there. Now rank(II) is equal to the
rank of H(II) as a proset. The statement therefore follows from Corollary 9.5.10.
(In fact, for this we only require that p(nlIl, [R]) < A([R]), namely Proposition
9.5.14, which bypasses much of the argument.) O

In particular, F has diameter at most 2 rank(II).

We can think of the above more geometrically. Let I' be the adjacency graph
of the median algebra F(H(II)). Any element of F is then the vertex set of some
connected component of I' (essentially by definition). Each such component is a
median graph. One such component is the adjacency graph of II. The remaining
components constitute the Roller boundary. The set of all components is naturally
the vertex set of a median graph f‘, namely the adjacency graph of F. This has a
“central” vertex corresponding to II. The rank of any component of I' is at most
the rank of II minus the distance of that component from the central vertex in r.

11.13. Event structures.

The notion of an “event structure” originally arose in the theory of computation
(see the Notes to this section). We note that discrete median algebras with a
preferred basepoint can be described in terms of event structures. Here is the
definition:

Definition. An event structure on a set E consists of a pair of binary relations,
< and #, on FE such that < is a partial order, and # is symmetric and antireflexive
(that is, =(a # «), for all ), and such that for all o, 5,7 € E, we have:

(E1): (a < B & a#v) = B#7, and
(E2): Ja:={d € E|¢ < a} is finite.
Note that this implies that o < g and «a # 8 cannot hold simultaneously.

Definition. A configuration on F is a finite subset, A C F, such that:
(C1): if a, B € A, then —(a# f3), and
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(C2):ifa<fandf € A, then a € A.

We write D = D(F) for the set of configurations. It is easily seen that this is
a subalgebra of the cube, 7(FE) (that is, the median algebra of all finite subsets
of E as discussed in Subsection 11.11). Note that @ € D and that Ja € D for all
ac k.

Event structures are essentially equivalent to pointed discrete median algebras.
This equivalence can be described as follows.

Let IT be a discrete median algebra with preferred basepoint, p € II. Let W =
W(II) be the set of walls of II. Given W € W we write W = {WW~, W} with the
convention that p € W—. Given W, W' € W, write W < W’ to mean that W~ C
(W)~ (or equivalently (W’)* C W), and W # W’ to mean that W~ U(W')~ =TI
(or equivalently WHN(W')* = @). It is easily seen that (<, #) is an event structure
on W.

Given a € II, write D(a) = W(p,a) = {W € W | a € WT}. It is easily seen
that D(a) € D. Note also that if D(a) = D(b), then W(a,b) = &, and so a = b.
In fact:

Lemma 11.13.1. If D € D(W) then D = D(a) for some (unique) a € II.

Proof. Note that (by (C1)) the set of halfspaces, W, for W € D pairwise intersect.
Therefore, by the Helly Property (Lemma 7.1.1), we have (,,c, W # @. Choose
a € Nyep W with p(p,a) = #D(a) minimal. Note that D C D(a). We claim
that D = D(a).

To see this, suppose first that Wy € D(a) is adjacent to a, that is W(a, b) = {Wy}
for some b € II adjacent to a. Thus, b € W for all W € D\ {Wy}. If W, ¢ D,
then b € ycp WT. But p(p,b) = p(p,a) — 1, contradicting the minimality of
p(p,a). This shows that W, € D.

Now if W € D(a) is any element of D(a), then W < W’ for some W’ € D(a)
adjacent to a. By the previous paragraph, W’ € D, and so it follows that by (C2)
that W € D. This shows that D(a) C D as required. O

In summary, this shows that the map [a — D(a)] : Il — D(W(II)) is a bijection
for any pointed discrete median algebra, II.

In fact, any event structure arises in this way as follows.

Let (<,#) be an event structure on a set, E. Let D = D(E) be the set of con-
figurations, viewed as a subalgebra of T(E), and let p = & € D be the basepoint.
Let W = W(D) be the set of walls of D.

Givena € E;let W ={Ae€T(E)|ac A}, and W, ={A€T(E)|a¢ A}
Then W,, := {W, , W} isawall of T(E). In fact, by Lemma 11.11.3, W(T (E)) =
{W, | @ € E}. Note that @ € W, N D, and la € W, ND. In particular, these
sets are non-empty, and so WP := {W_ ND, W} N D} is a wall of D. Indeed,
by Lemma 11.11.3, every wall of D has this form. (Recall that the natural map
W(T(E)) — W(D) is surjective.)
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In fact, this « is uniquely determined by the wall WP € W. To see this, suppose
WP = WBD. Now Ja € WND, so € WﬂD, so B € la. In other words, § < a.
Similarly, o < 3. Since < is a partial order, this shows that e = 8 as required.

We have shown that [a — WP]: E — W is a bijection. In fact, we claim it is
an isomorphism of event structures.

For suppose a < . If A € Wgr N D, then § € A. Since A is configuration

on E, we get a € A, so A € W;. This shows that WE ND C WS ND, so by
definition of < on W, we have WP < I/VﬂD . Conversely, suppose WP < VVBD . Then
WBeW; NDCW;,s0oa€lpsoa<p.

Secondly, suppose a# 5. If A € Wi n Wg N D, we get the contradiction that
a, € A. Thus WjﬂWgﬂD = &, 80 WP 4 Wg). Conversely, if W;ﬂW;ﬂD =g,
then we cannot have a, § € A for any A € D, so a# f.

This proves the claim. In summary, we have shown:

Proposition 11.13.2. Let E be a set equipped with an event structure, and let
D = D(E) be the set of configurations with its structure as a discrete median algebra
with basepoint @. Then the map [a — WP]: E — W(D) is an isomorphism of
event structures.

This gives the natural bijection between event structures and pointed discrete
median algebras which we alluded to earlier.

We can also describe event structures in terms of subalgebras of cubes as follows.
Let E be any set. We refer to a subalgebra A of T(E) as a configuration
space if it satisfies:
(Al): @ € A, and
(A2): if o, 8 € E, then there is some A € A with #(AN{a,p}) = 1.
Note that (setting o = ), (A2) implies:
(A3): UA=E.

Note that D(E) satisfies these conditions. (For example, if o # 3, then WP £
W3, so choose some A € WP AW?.)
In fact, the converse also holds:

Proposition 11.13.3. A subalgebra A < T (E) is a configuration space if and only
if A=D(E) for some (unique) event structure on E.

Proof. We have already observed the “if” direction. For the converse, suppose
A < T(E), satisfies (A1) and (A2). The definition of the event structure is forced:
namely, we define (<,#) on F by setting @ < [ to mean that for all A € A,
f € A= ac Aand setting a# /5 to mean that =(3A € A)(a, B € A).

Thus, in the earlier notation, we have

a<feW, NW;NA=2
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a#BeWINWinA=o.

By (A2),a < & B <a= a=f, and so < is a partial order on E. It follows
easily that (<,#) is an event structure on E. Now let D = D(FE) be the set of
configurations on E.

Note that, by (A3), WrNA# @ for all « € E. Also @ € W, and so by (Al),
WonWynA#a forala,peE.

Now let D = D(F). Then A <D < T(FE). We claim that A =D.

Suppose, for contradiction, that D € D \ A. By Proposition 8.2.5, there are
halfspaces, H, H of D, with De HNH' and HNH' NA=@.

Recall that W(D) = {W? | a € E}. Now W, NW; NA # &, and so without
loss of generality, we have either:

(1)) H=WFNDand H' =Wy ND, or
(2): H=W_;NDand H' =W ND.

In case (1), we have W rﬂ/Vﬁ+ NA=g,soa#[. But D€ W rﬂ/Vﬁ+ N D, so
a, B € D, contradicting the fact that D is a configuration.

In case (2), we have Wy NWI NA=a,s0 a <. Now DeWj,s08¢€D,so0
a € D,soDeWS. But D € W, , again giving a contradiction.

o ?

This shows that A = D as claimed. O

We briefly mention a couple of particular cases of event structures.

(1): Given any set, F, with a partial order, <, define # by setting a# 8 to mean
that neither < 8 nor 5 < «a holds. Provided |« is finite for all & € E, then (<, #)
is an event structure on E. In this case, D(F) has rank 1, so the adjacency graph,
I':=T(D(E)), is a tree, with edge-set identified with F. Under this identification,
a < [ means that either & = § or « separates § from the basepoint, @ € V(I').

(2): If < is empty, we can construct a graph, G, with vertex set, V(G) = E, by
deeming distinct «, 5 € E to be adjacent if ~(a# ). In this case, D(F) C T(E) is
the subalgebra described by Example (Ex3.2) of Subsection 3.4. This has basepoint
. It is the vertex of a cube complex, which is a union of cubes all containing &.
A particular case is where # is also empty. In this case, D(E) = T (E).

12. TOPOLOGICAL MEDIAN ALGEBRAS

Many median algebras come equipped with a natural topology: for example,
median metric spaces (Section 13) and cube complexes (Section 17). We consider a
number of convexity properties of topological median algebras, as well as dimension
and connectedness of such spaces. If one assumes that all intervals are compact,
then one can say more. This applies to a large class of examples. In such a case,
one can construct a compactification, which reduces to the Roller boundary in the
discrete case (Lemma 12.6.2). We finish the section a brief discussion of rank-1
topological median algebras.
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12.1. Definition and examples.

We begin with the definition:

Definition. A topological median algebra is a hausdorff topological space,
M, equipped with the structure of a median algebra, such that the median map,
[(z,y,2) — zyz] : M® — M is continuous.

Here of course, we give M? the product topology.

Clearly this is closed under passing to a subalgebra with the subspace topology.
Also the direct product of any family of topological median algebras is a topological
median algebra.

Here are a few examples.

(Ex12.1): Any median algebra with the discrete topology.

(Ex12.2): For any set X, we can take the hypercube ¥ = P(X) = {0, 1}* with the
product topology. We also have A(¥) = [0, 1]* with the product topology. These
are compact.

(Ex12.3): We can instead take the I' non-finite metric on A(¥) (with the standard
metric on [0,1] € R), and take the induced topology. (Recall that “non-finite”
means it takes values in [0, 00].) Identifying (A(¥))® with A(®¥?), the ' metrics
agree, and it is easily seen that the median map is 1-lipschitz. Therefore A(\Il)
is also a topological median algebra in the induced topology. This is at least as
fine as the product topology, and strictly finer if X is infinite. These spaces are
discussed further in Section 17.

(Ex12.4): Let II be any discrete median algebra. We can embed II into W(II) =
{0,132 We can further embed ¥(IT) into A(¥(I)) to construct the realisation,
A(IT) = A(IL, W(II)), as described in Subsection 11.2. We can now put either the
induced metric topology or the product topology on A(II). In either case, A(II)
will be a topological median algebra. We remark that in the induced I' metric,
A(II) is an example of a “median metric space”, which will be the topic of Section
13.

(Ex12.5): Again, if IT is a discrete median algebra, there is a third topology we
can put on A(IT), namely the CW topology. Thus, a subset U C A(II) is open if
and only if U N A(Q) is open in A(Q) for all @ € C(II). (Here A(Q) is a finite-
dimensional real cube.) This is at least as fine as the metric topology, and strictly
finer if II is infinite. This case is more subtle. We can identify (A(IT))? with A(TI?)
as median algebras. Suppose we put the CW topology on A(IT?). Then again the
median map is continuous. (It is enough to observe that if R, S,T € C(II), then
A(Rx S xT)=A(R) x A(S) x A(T) is a cell of A(TT*), and the median map
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is continuous there.) However, we need that the map be continuous with respect
to the product of the CW topologies on A(II). If II is countable, then these two
topologies agree [Mil]. However in general they do not. In summary, if IT is a count-
able discrete median algebra, then the realisation, A(II) is a topological median
algebra in the CW topology. The general situation for uncountable II is unclear.
(See the Notes to this Section.)

(Ex12.6): An important class of topological median algebras are median metric
spaces: the topic of Section 13. More generally, we have “lipschitz median al-
gebras”, where the median map is assumed to be lipschitz with respect to some
metric. Such spaces often arise as asymptotic cones. We will say more about these
in Subsections 12.2, 13.4 and 24.3.

(Ex12.7): Let Q be a proset, as defined in Subsection 9.1. Let T' be the direct
product [[{a,a*} as {a,a*} ranges over 2/x. We can think of T" as the set of
x-transversals of {2, which we equip with the product topology. This is a compact
topological median algebra. We can identify the set of flows, F(f2), as a closed
subalgebra. As such, it is itself a topological median algebra, with the topology of
a Stone space (that is a compact totally disconnected space). Such spaces arise in
the duality result stated as Theorem 12.5.1 below.

(Ex12.8): Let L be a totally ordered set. As described in Example (Ex2.2) of
Subsection 3.4, L is a median algebra with obvious notion of “betweenness”. (In
other words, the median of three points, x <y < z, is y.) Given a € L, we write
(—00,a) = {x € L | x < a}, for the open initial segment. We similarly define
(a,00) to be the open final segment. Given b > a, let (a,b) = {r € L|a <z <
b} = (a,00) N (—o0,b), for the open interval. Recall that order topology on L
is defined by taking as base the set of all open intervals, together with all open
initial and final segments. (The last are only required when L has a minimum or
a maximum respectively.)

We claim that the median map is continuous in the order topology. To see this,
suppose ai,as, a3 € L, with ay.a9.a3. Suppose that V' is an open set containing
as. We choose base elements Uy, Uy, Uz, with a; € U; as follows. If ay, as, a3 are all
distinct, we take the U; to be pairwise disjoint. If a; = as # a3, we take U; = Us
to be disjoint from Us. We do likewise if a1 # as = a3. If a1 = as = a3, we take
Uy = Uy = Us. Moreover, we can always assume that Uy C V. (It is easily checked
that one can always do this.) Note that if z; € U;, then zx923 € V. This shows
that the median map is continuous as claimed. In fact, the argument shows that
the median map is also continuous in any finer topology.

Conversely, any topology on L for which the median is continuous must be at
least as fine as the order topology. To see this, suppose x € (a,00). Then the
statement that y € (a,00) is equivalent to saying that axry # a, which is an open
property in y. Therefore, (a,00) is an open subset of L. The same applies to
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(—o0,a). It follows also that if a < b, then (a,b) is also open in this topology.
Since these form the base for the order topology, the statement follows. In general
it may be strictly finer (for example, the discrete topology, as well as the Examples
(Ex12.9) and (Ex12.10) below).

Such order topologies give rise to many exotic examples. For example, we could
take L be the long line.

Another example would be to take L = {0,1}* for some infinite ordinal «, and
equip it with the lexicographic order. (Of course, this is quite distinct from the
hypercube {0, 1}* with its product structure.) In this case, all non-trivial intervals
have cardinality 27<.

(Ex12.9): As another illustration of Example (Ex12.8), we could take the “K-
topology” on the real line, R, as defined by Munkres (see [Mun]). Here the base
of the topology are all open intervals together with sets of the form (a,b) \ {1/n |
n € N, n > 0}, for a < b. This is connected hausdorff, but not regular. With the
standard median of betweenness, it is a topological median algebra. However, the
interval [—1, 1] is not compact.

(Ex12.10): In a similar vein, let L C R be any subset with the induced me-
dian, and let f : L — R be any function. We can identify L with its graph:
{(x, f(z)) | x € L} C R?, and take the induced topology. Since the projection
to the first coordinate is continuous, this is at least as fine as the order topology.
Thus, as described in Example (Ex12.8) above, L is a topological median algebra.
If the graph is a closed subset, then it is locally compact. One such example is given
by L ={0}U{l/n|n e N}and f(0) =0, f(1/2n) =0 and f(1/(2n+ 1)) = n for
n € N. We mention example this again shortly as an example of a median algebra
that is not weakly locally convex.

12.2. Gates and local convexity.

We now start on the general theory. Let M be a topological median algebra.

Given a subset, A C M, we write A for the closure of A. It is easily seen that if
A is a subalgebra, so is A. If A is convex, so is A.

Let a,b € A. The property that abr = x is closed in z, and so [a,b] C M is
closed. The gate map [z — abz| : M — |a,b] is continuous. So, for example,
if M is connected, then so is [a,b], and it follows that any convex subset of M is
connected.

Lemma 12.2.1. A gated convex subset of a topological median algebra M is closed.

Proof. Let C'C M be convex and gated. Let a € M\ C, and let b € C be a gate for
ain C. Let w : M — [a, ] be the gate map to [a,b]. (That is, w(z) = abz.) Then
w(C) = {b}. Since w is a continuous, w™'([a,d] \ {b}) is an open set containing a
and disjoint from C'. U
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Lemma 12.2.2. Suppose C C M is convex, a € M, ¢ € C, and [a,c] N C is
compact. Then there is a gate for a in C.

Proof. Let C = {[a,d|NC | d € C'}. Now C is a family of convex subsets of M. Note
that if d,e € C, then ade € [a,d] N [a,e] N C. Therefore, by the Helly Property
(Lemma 7.1.1), any finite subset of C has non-empty intersection. At least one
element, namely A := [a,c] N C, of C is compact. Since intervals are closed, AN B
is compact for all B € C. Therefore D := (C # @. Let b € D. Thus b € [a, 2] for
all x € C', and so b is a gate for a. (I

Lemma 12.2.3. Any non-empty compact conver subset of a topological median
algebra is gated. Moreover, the gate map is continuous.

Proof. The existence of the gate map is an immediate consequence of Lemma 12.2.2.
We need to check continuity.

Suppose, for contradiction, that the gate map, w, is not continuous at some
point, a € M. Let b = wa. This means that there is some open set U C M with
b € U, such that for every open set V' C M with a € V such that w(V)\ U # @.
Now C'\U is compact. Let d € C'\U be an accumulation point of the sets w(V)\ U,
as V' varies over the directed set of open sets containing a. By continuity, we have
a.d.b. But since d € C, and b is gate, we also have a.b.d. Therefore d = b € U,
giving a contradiction. U

We introduce the following properties, which will be satisfied by most of the
topological median algebras in which we are interested. (The terminology is not a
standard one.)

Definition. M is weakly locally convex if for all « € M and any open neigh-
bourhood, U 3> a, there is an open set V C U with a € V such that [z,y] C U for
all z,y € V.

Note that this is the same as saying that J(V) C U, where J denotes the join,
as defined in Subsection 7.1.

Definition. M is locally convex if every point of M has a base of convex neigh-
bourhoods.

Clearly this implies weakly locally convex. We have the following converse:

Lemma 12.2.4. If M is weakly locally convex and has finite rank, then M is locally
convet.

Proof. Let v = rank(M) < oco. Let a € M, and let O # a be an open neigh-
bourhood. Define open sets, U; # a, inductively by setting Uy = O, and letting
U1 be such that J(U;,) C U;. Thus, J(U;) C O for all i. By Proposition 8.2.3,
hull(U,) = J*(U,) C O. In other words, hull(U,) is a convex neighbourhood of a
contained in O. O
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We also observe that if M is locally convex, then so is any subalgebra.

Not all topological median algebras are weakly locally convex. For example, the
linear median algebra described at the end of Example (Ex12.10) above is rank-
1, locally compact and metrisable. However, it not weakly locally convex: note
that 1/2n — 0 in this topology, as n — 0, but the median interval [0,1/2n] is
unbounded, and so leaves every compact set.

However, there are various conditions which do imply (weak) local convexity.

Lemma 12.2.5. If M is compact then M is weakly locally convex. If M is connected
and locally compact then M is weakly locally conver.

Proof. Let M be a topological median algebra. Let U C M be open and a € U.
Given any b € M, we have aab = a, and so there are open sets, V;, 3 a and O, 2 b
such that if x,y € V, and z € Oy, then xyz € U.

Suppose K C M is compact. We can find a finite set by,...,b, € K such that
K CU;, 0. Let V=", Vi, Thenif z,y € V and z € K, then zyz € U. We
can suppose that V C U.

If M is compact, take K = M. Then [z,y] C U for all z,y € V as required.

If M is connected and locally compact, we can suppose that U is compact.
Let K = 0U. Then for any xz,y € V C U, [z,y] is connected, and [x,y] N U C
UNoU = @. Therefore [x,y] C U as required. O

As another example, suppose that M admits a metric, p, inducing the given
topology. We put the induced ' metric on M3. We say that M is k-lipschitz
if the median map, [(z,y,z) — xyz] : M® — M is k-lipschitz. In particular,
if a,b € M, then the diameter of [a,b] in this metric is at most kp(a,b). From
this it follows that M is weakly locally convex. We note that a median metric
space (to be defined in Section 13) is 1-lipschitz (Lemma 13.2.2). More generally
k-lipschitz median algebras arise as certain asymptotic cones (see Subsection 24.3).
We will mention a general result about lipschitz median algebras in Subsection 13.4
(Theorem 13.4.1).

The following notion will appear frequently.

Definition. We say that M is interval-compact if [a, ] is compact for all a,b €
M.

We will see some natural conditions under which this holds in Section 13 (see,
for example, Lemma 13.2.10). It also applies to realisations of discrete median
algebras (that is CAT(0) cube complexes) in either the metric topology or the CW
topology.

The following is an immediate consequence of Lemma 12.2.2 above.

Lemma 12.2.6. If M is interval-compact, then any non-empty closed convex sub-
set of M s gated.

We therefore have a gate map w : M — C'. It is not clear under what conditions
this must be continuous. (We give one such condition in Lemma 13.3.1.)
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12.3. Rank and dimension.
We now return to the general case.

Definition. A wall W € W(M) strongly separates a,b € M, if there are open
neighbourhoods, U 3 a and V' 3 b, such that Uy V.

In other words (up to swapping — and +) a and b lie respectively in the interiors
of W~ and W+,

Lemma 12.3.1. Suppose that M 1is locally convex, and a,b € M are distinct, then
a,b are strongly separated by a wall.

Proof. Let A and B be disjoint convex neighbourhoods of a and b. By Theorem
8.1.2, A and B are separated by a wall. O

Given W € W(M), let P(W) = W~ NW+. Note that, since W~ and W+ are
closed and convex, so is P(WV).

Lemma 12.3.2. Suppose M is locally convex, and that rank(M) = v < co. Let
W e W(M). Then rank(P(W)) <v —1.

(The statement is vacuously true if v = 0, since then M is a singleton and
W(M) =2.)

Proof. Let @@ C P(W) be an n-cube. Choose any a € @, and let ey, ..., e, be the
adjacent vertices of ). By Lemma 12.3.1, there is a wall W; € W(M) strongly
separating a and e;. We can suppose that a € W;”. We see that W; i W; in M for
all i # j (since this holds in Q).

We also claim that W M W; for all i. To see this, note that we can find a* €
W, NW* and ef € W;" N W* (close to a and e;). From this, it follows that the
four orthants, W,F N W=, are all non-empty, and so W M W; as claimed.

Thus, {W, Wy, ..., W,} is a set of n+ 1 pairwise crossing walls of M. By Lemma
8.2.1, we have n + 1 < v, as required. Il

Definition. The locally compact dimension of a topological space is the max-
imal dimension of a locally compact subset.

For a locally compact topological space, all the standard definitions of dimension
are equivalent. (See for example, [En]). For definiteness we could take it to mean
the covering dimension. Note that a locally compact space has dimension at most
v if any two distinct points are separated by a closed subset of dimension v —
1. This leads to an inductive formulation of dimension where the empty set is
deemed to have dimension —1. (For non-locally compact spaces, one would need
to separate disjoint closed sets, instead of just points, in order to arrive at the
standard definition.)

Lemma 12.3.3. Let M be a locally convex median algebra of rank at most v < oo.
Then M has locally compact dimension at most v.
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Proof. We prove this by induction on v. The case when v = 0 is trivial, since M
is just a singleton.

Let ¥ C M be any locally compact subset, and let a,b € F' be distinct. By
Lemma 12.3.1, there is a wall W € W(M), strongly separating a and b. By
Lemma 12.3.2, rank(P(W)) <v —1. Let C = FNW~ and D = FNW™. Then
F=CUDand CND =FNP(W). Now FFn P(W) is locally compact, and so by
the inductive hypothesis, dim(C' N D) < v — 1. This shows that any two distinct
points of F' are separated by a closed subset of dimension at most v — 1. Therefore
dim(F) <. O

A certain converse to Lemma 12.3.3 will be a consequence of Lemma 12.4.9.
Lemma 12.3.3 finds application to coarse geometry via asymptotic cones, as we
discuss in Subsection 24.3.

Lemma 12.3.4. Let A < M be a topologically dense subalgebra of a topological
median algebra, M. Then rank(A) = rank(M).

Proof. Certainly, rank(A) < rank(M).

For the reverse inequality, let ) < M be an n-cube. Let p = 92" Given a € Q
and i € N, define a neighbourhood, U¢, of a in M as follows. First choose U? so that
Ul NUY = @ for all distinct a,b € Q. Given (U!),eq choose (Ui ,cq such that
UHtgittyitt C UG, for all a,b,c € Q. Note that this implies that U C UL
Given a € @ choose any z, € ANUP and let I = ({z, | a € Q}) < A
We claim that if x € II, then z € U ;(z) for a unique ¢(z) € Q. Uniqueness
is clear. For existence, note that we can write z as a median expression in the
elements x, which involves applying the median operation at most p times (since,
by Proposition 3.3.3, |II| < 2279 — p). Now ¢(x) is obtained by substituting each
x, with @ in this expression, and evaluating the result in (). Note that ¢(z,) = a.
This gives us a surjective map ¢ : I — Q. In fact, this is a homomorphism. To
see this, note that if x,y, 2 € II, then ayz € U;(I)Ué(y)U;(z) C Ug(m)¢(y)¢(z)' But
also xyz € Udl)(:cyz) - Ug(myz), and so ¢(2)o(y)P(2) = ¢(xyz). Thus ¢ : [T — Q is
an epimorphism, and so n < rank(Q) < rank(II) < rank(A), as required. O

12.4. Totally ordered sets and connectedness.

We now make a slight digression concerning total orders.

Let L be a set with a total order, <, and with the standard median of be-
tweenness. Then L is a topological median algebra of rank 1. As observed above
(Example (Ex12.8)), the topology is at least as fine as the order topology. If L is
compact (in the given topology) then these two topologies must agree. In this case,
we see that L has both a minimum and a maximum. (For example, if L had no
minimum, then the sets (a,o00) for a € L would give an open cover with no finite
subcover.)

We note:
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Lemma 12.4.1. Suppose that L is compact. Then L is connected if and only if it
has no adjacent pair of points.

Proof. Suppose that a,b € L were adjacent with a < b. Then [min L, a] Ll [b, max L]
would give a partition of L into two disjoint non-empty closed sets.

Conversely, suppose that L = AU B, where A, B are closed and non-empty. We
can suppose that max L € B. Let a = max(A). Then B N [a, max L] is closed,
hence compact. Let B = min(B N [a,max L]). Then a < b, and a, b adjacent in
L. O

Lemma 12.4.2. Suppose that L is compact connected and metrisable. Then L s
isomorphic, as a topological median algebra, to the real interval [0, 1].

Proof. This is one of the standard topological characterisations of the real interval
with endpoints, a,b say: it is a metrisable continuum such that any point other
than a, b separates a from b (see for example, Theorem 2-27 of [HoY]). Note also
that the betweenness relation is determined by the topology: z lies strictly between
x and y if and only if z separates x from y in L. Therefore, any homeomorphism
must be a median isomorphism. O

We remark that we could equivalently substitute a number of other conditions
in place of metrisability in the statement of Lemma 11.5.2. For example, we could
instead assume L to be separable or second countable.

Now let M be any topological median algebra. Let a,b € M. Recall from
Subsection 3.2 that [a,b] is partially ordered by the relation <, where x < y is
equivalent to a.z.y (or to x.y.b). A chain in [a,b] is a subset totally ordered by <.
Note that a chain is a subalgebra of [a, b], hence of M. As such it is intrinsically a
topological median algebra of the type we have been describing.

Lemma 12.4.3. The closure of a chain is a chain.

Proof. This is an immediate consequence of the fact that the statement axy = x is
a closed property in z and y. O

Let £ be the set of chains in [a,b]. We order £ by inclusion. Note that an
increasing union of chains is a chain. Certainly, £ # &, so by Zorn’s Lemma, £
contains a maximal element, L. By Lemma 12.4.3, we see that L is closed. In
particular, if [a, b] is compact, then so is L.

We next consider connectedness.

Lemma 12.4.4. A connected topological median algebra has no adjacent pairs.

Proof. Suppose a,b € M are adjacent. Then M = {x € M | a.b.x} U{x € M |
b.a.x} is a partition of M into two disjoint non-empty closed subsets. Il

Conversely we have:
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Lemma 12.4.5. If M s interval-compact and has no adjacent pairs, then M 1is
connected.

Proof. Let a,b € M, and let L be a maximal chain in [a, b]y,. Clearly, a,b € L.
Also, L has no adjacent pairs. (For if ¢,d € L were adjacent, then we could find
some x € [c,d]ar\{c,d}, and then LU{x} C [a, b]ps would be a strictly larger chain,
giving a contradiction.) Since L is compact, by Lemma 12.4.1 it is connected. It
now follows that M is connected. O

By a path in M we mean a continuous map v : I — M, where I C R is
connected. An arc in M is an injective path.

Definition. A path, v: I — M, is monotone if for all t < u < v in I, we have
() () (v).
In other words, v is a median homomorphism.

Lemma 12.4.6. Let M be connected, metrisable and interval-compact. Then any
two distinct points of M are connected by a monotone arc.

Proof. Let a,b € M, and let L C [a,b] be a maximal chain, as in the proof of
Lemma 12.4.5. Again, L has no adjacent pairs, and so by Lemma 12.4.2, there is
an isomorphism of topological median algebras, v : [0, 1] — L. In other words,
is a monotone arc in M. U

In summary, if M is metrisable and interval-compact, then M is connected if
and only if it is path-connected, and if and only if it has no adjacent pairs.

In this context, we also mention the following fact (pointed out to me by Elia
Fioravanti).

Proposition 12.4.7. Let M be a topological median algebra. Then every contin-
uous map of a sphere S™ into M is homotopic to a constant map.

In other words, every singular sphere bounds a singular ball. This can be ex-
pressed by saying that all the homotopy groups of each path-connected component
of M are trivial.

Proof. The proof is based on the following general construction. Let X be a topo-
logical space, and choose any p € X. Let S(X) be the smash product of two
copies of X; that is the quotient of X? after collapsing the wedge, W (X) :=
(X x {p}) U ({p} x X) € X% We can embed X into S(X) via the diagonal

Let f: X — M be any continuous map. The map [(x,y) — pry] : X?> — M
sends W (X) to p, so we get a continuous map F : S(X) — M. Identifying
X C S(X) via the diagonal, this restricts to f. In other words, any continuous
map of X into M extends to a map of S(X).

Now if X is an n-sphere, S™, then S(X) is homeomorphic to S?". The result
now follows from the fact that ,(S*") is trivial for n > 0. O
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(Note the result is very general: we have only used axiom (M1) of a median
algebra here.)
Moving on, we have the following.

Lemma 12.4.8. Let M be connected, metrisable and interval-compact. If a,b € M
and rank([a, b]) = 1, then |a, b] is homeomorphic to [0, 1] via a median isomorphism.

Proof. This follows directly from Lemma 12.4.2.
Alternatively, note that a monotone arc as given by Lemma 12.4.6 will be sur-
jective to [a,b] in this case. O

Lemma 12.4.9. Let M be connected, metrisable and interval-compact. Suppose
rank(M) = v < oo, and let Q C M be a v-cube. Then there is a homeomorphism
of [0,1]” onto hull(Q) which is also a median isomorphism.

Proof. Let a € ), and let a4, . .., a, be the adjacent points of (). By Lemma 10.3.5,
there is a median isomorphism ¢ : [[;_,[a, e;] — hull(Q). Note that this map and
its inverse were defined using medians, and so both are continuous. Lemma 12.4.8
gives us a monotone isomorphism 6; : [0, 1] — [a,¢;]. These combine to give an
isomorphism, € : [0,1]Y — [[/_,[a, e;]. Then ¢ o 6 is the required map. O

Note that it follows that M has locally compact dimension at least v. So if
M is also (weakly) locally convex, then by Lemma 12.3.3, it has locally compact
dimension exactly v.

Recall that a (connected) component of a topological space is a maximal
connected subset.

We can also define a relation, ~, on M by writing a % b if we can partition
M into two closed subsets, M = AU B, with a € A and b € B. This is easily
seen to be an equivalence relation. A ~-class is called a quasicomponent. Each
quasicomponent is a union of components.

Lemma 12.4.10. Let M be a topological median algebra. Every component of M
is convex, and every quasicomponent of M is convez.

Proof. Let C' be a component of M. Let a,b € C, and let ¢ € [a,b]. Write
w: M — Ja,c| for the gate map to [a,c¢]. Now wa = a, wb = ¢ and w(C) is
connected. Therefore c lies in the same component as a, namely C'

Let D be a quasicomponent of M. Let a,b € D, and let ¢ € [a,b]. Write
w: M — |a,c| for the gate map to [a,c|. Suppose ¢ ¢ D. Then we can write
M = AU B, with A, B closed and with a € A and ¢ € B. This gives another
partition, M = w™ ' (ANJa,c]) Uw™ (BN |a,c]), into disjoint closed sets, giving the
contradiction that a 7 b. g

(In general, a component need not be a quasicomponent, but I do not have a
counterexample in the case of a topological median algebra.)
We also note:
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Lemma 12.4.11. Let M be an interval-compact topological median algebra. Sup-
pose a,b € M lie in different quasicomponents. Then there is a clopen halfspace of
M containing a but not b.

Proof. As in the proof of Lemma 12.4.5, there is an adjacent pair, ¢, d, in M with
a.c.d.b. (Take an adjacent pair in any maximal chain in [a,b].) Let w : M — {¢,d}
be the gate map. Then w™!(c) is a clopen halfspace as required. (I

Most of our discussion of connectedness has focused on interval-compact spaces.
It is natural to ask what one can say without this hypothesis. For example, if M is
connected, are any two distinct points of M connected by a monotone arc? (Lemma
12.4.6 tells that this is true in the interval-compact case.) One certainly needs to
add some further assumptions, such as metrisability and (weak) local convexity —
as illustrated by some of the linear examples (Ex12.8) and (Ex12.9) of Subsection
12.1. It is not clear if this is sufficient. However, it is if we assume in addition that
M has finite rank. We finish this subsection with a (somewhat involved) proof of
this fact.

Proposition 12.4.12. Let M be a connected, metrisable, locally convex, finite-
rank topological median algebra. Then any two distinct points of M are connected
by a monotone arc.

Note that by Lemma 12.2.4, it is enough to assume that M is weakly locally
convex (which is what we actually use). Moreover, one could substitute a number
of hypotheses for “metrisable”, for example, by assuming instead that M be second
countable.

Proof. The overall argument will proceed by induction on the rank of M: the case
of rank 0 being trivial. Also note that the hypotheses are inherited by any convex
subset of M.

Given any z,y € M, write z <> y to mean that either x = y or there is a
monotone arc from = to y. Note that < is reflexive and symmetric. Moreover,
Yz & TEY & Y 2= 2.

We first observe that if x,y are the antipodal elements of some 2-cube, say
Q, and z,w € [z,y], then z <> w. To see this, recall by Lemma 10.3.4, that
[z,y] = hull(Q) is intrinsically a direct product, D; X Ds, of two convex subsets
(intervals) Dy, Dy C M. Note that rank(D;) < rank(M). Write z = (21, 22) and
w = (wy,ws), with z;, w; € D;. By the inductive hypothesis, z; <> w; in D;. We see
that z <> (z1,ws) and (21, wy) <> w. From the product structure, it follows that
2z <> w as claimed.

Now fix distinct p,q € M. Our eventual aim is to show that p <+ ¢. To simplify
notation we can assume that M = [p, q|.

Recall that M is a distributive lattice with x A y = pxy and z V y = qry. Given
A, B C M, write A < B to mean that x < y for all x € A and all y € B. We
abbreviate {a} < B to a < B etc.
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Given z,y € M, write x ~ y to mean that neither x < y nor y < x holds. If
x ~y and x # y, then x,y are the antipodal elements of 2-cube (with remaining
elements A y and = V y), and so by the earlier observation, if z,w € [z,y] then
z <> w. Of course, the same holds if x = y.

Let ~ be the transitive closure of ~. Write [z] C M for the ~-class of z € M,
and let A = {[z] | z € M}. Note that if A,B € A, and there exist x € A and
y € B with z < y, then A < B. (For if z ~ y, then z o x. We cannot have
z < x, otherwise z < x < y would contradict z ~ y. Therefore x < 2. Since
~ is the transitive closure of ~, we can repeat the argument, and it follows that
x < z for all z € B. Similarly, we now have w < z for all w € A.) This shows
that < is a strict total order in A. It has minimum {p}, and maximum {q}. Let
S={a€M]|a] ={a}}. Thus Ag:= {{a}|a € S} C Ais the set of singleton
elements of A.

Suppose that a € S. Then a separates p from ¢: since we have M = [p,a]U]|a, q]
and [p,a] N [a,q] = {a}. Note also that [p,a] = J{A € A | {a} > A}, and that
[a,q] = U{A € Al{a} < A}

Suppose that A € A\ Ag. Now A isopen. (Forif x € A, there is some y € A\ {x}
with y ~ z. It follows that z ~ y for all 2 € M sufficiently close to x. This holds
since z Ay and 2V y are arbitrarily close to x Ay and x V y respectively, hence both
can be assumed distinct from y.) In fact, we claim that the closure, A4, of A is equal
to A = AU {a,b}, with a,b € S and a < A < b. To see this, suppose a € A\ A.
Now [a] cannot be open, so it must be equal to {a}. In other words a € S. Either
a < Aor A< a. Suppose a < A. There can be at most one such a. For if a’ € A
with @’ < A, then a ¢ a so (up to swapping a,a’), we can assume o' < a, SO
a' ¢ la,q) D A. Since [a, q| is closed, this contradicts ' € A. In fact, such an a
must exist. For suppose not. Choosing any o € A, we see that [p, z]NA = [p, z]NA
is both open and closed in [p, z]. Since [p, z| is connected, we get [p, x] C A. Since
{p} € A, this give the the contradiction that A = {p} = {x} € Ag. Similarly, there
is exactly one element b € A\ A with b > A. Therefore A = AU {a, b}, as claimed.
Note that if z,y € A then x Ay = axy (since axy € [z,y], axy € [a,z] C [p, x] and
axy € [a,y] C [p,y], and so axy = pry). Similarly = V y = bxy.

We next aim to show that a <> b. It suffices to show that a <> x for some = € A.
We begin with the following observation.

Suppose we have a sequence, zg,21,...,T,, in A with x; ~ x;,, for all i. We
claim that g A --- A x,_1 <> 29 A --- N xz,. We prove this by induction on n
simultaneously for all such sequences (z;);. In fact, we use the stronger inductive
hypothesis that z <> xg A-+- Az, for all z € [zg A+ Axp_1,20 A -+ A xy,]. This
holds for n = 1 by an earlier observation, since zg A x € [z, 21| and x¢ ~ z1. For
the inductive step, suppose n > 2, andset t =21 A---Ax,_ 1, u =g N ANTp_1,
v=x1 A ANz, and w = x9g A -+ Ax,. Let z € [u,w]. We want to show that
z <> w. Note that w = u A v, vzwv, w < z <wu <tand w < v <t. There
are three cases. If u ~ v, then since z,w € [u,v], we have z <> w by an earlier
observation. If u < v, then w = u, so z = w, so z <> w. Finally, if v < u, then
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w =, 80 z € [u,w| = [u,v] C [t,v], and so by the inductive hypothesis, applied
to the sequence x1,...,x,, we have z <> v = w, as required. This completes the
inductive step, proving the claim.

Now, there is an infinite sequence, * = xg, 1, %2, ..., in A, with x,, ~ x, for

all n, and such that some subsequence (z,,); converges to a. (Since a € A, there is
some sequence, z; € A with z; — a. Since z; & z;,1, we can interpolate by elements
T, so that z; = x,,.) We can assume that no = 0 and 2o = x. Let y,, = 2o A - Ay,
so that z = yy > y1 > yo---. By the previous paragraph, we have y,, <> y,,1 for
all n, and so y,, < ¥n,,,- Let o; be (the image of) a monotone arc from s,
t0 Yn,,,, and let @ = |J;°,a;. This is again a monotone arc. We claim that it
converges on a. To see this, note that y,, € [a,,,] for all j > i. In particular,
@ C [Yns> Ynisr| € la, xp,]. Since x,, — a, by (weak) local convexity, a; eventually
lies in any neighbourhood of @ in A. This justifies the claim. We similarly get a
monotone arc from z to converging on b. Let S(A) be their concatenation. Then
B(A)U{a,b} is a monotone arc from a to b. Thus a <+ b, as claimed.

Let L = JyeqB(A) € M. By construction, this is a totally ordered subset
(hence a subalgebra) with min L = p and max L = q.

We claim that L is compact. Since it is metrisable, it is enough to show that any
sequence (z;); in L has a convergent subsequence. After passing to a subsequence
(and maybe reversing the order), we can suppose that (z;); is strictly increasing.
Let A; = [z] € A. Since the closure of each 8(A;) is an arc (hence compact) we
can suppose that (A;); is also strictly increasing in A. Let b; = max A; € S, and let
B be the set of B € A such that B < A; for some ¢. Since b; € S, each [p,b;] \ {b;}
is open, so B = U;—y([p,b:] \ {b;}) is open. By connectedness of M, it cannot
be closed, so there is some sequence w,, € |JB converging to some w € M \ |JB.
Suppose U > w is open. By (weak) local convexity, [w,,w] C U for some (indeed
all sufficiently large) n. By definition of B, we have A; > w, for all sufficiently
large i. Also A; < w. Thus, z; € A; C [w,,w] € U. This shows that z; — w as
required.

Now L has no adjacent pairs. (For suppose a < b were adjacent in L. Then
certainly, a,b € S. But then M = [p,a] U [b,q| contradicting connectedness of
M.) Therefore, by Lemma 12.4.1, L is connected, and by Lemma 12.4.2, it is
homeomorphic to a compact real interval with endpoints, p,q. In other words, it
is a monotone arc from p to ¢ as required. Il

12.5. Totally disconnected median algebras and duality.

We give a duality result due to Roller which generalises from the finite case.

Definition. A Stone median algebra is a topological median algebra which is
compact and totally disconnected.

Let M be a Stone median algebra. By a clopen wall we mean a wall such
that both of its halfspaces are open (hence also closed). This corresponds to a
continuous epimorphism to a two-point median algebra. By Lemma 12.4.11, any
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two distinct points of M are separated by a clopen wall. We write Ho(M) C H(M)
for the set of clopen halfspaces. This is a subproset of the proset, H(M), of all
halfspaces of M. The inclusion Ho(M) < H(M) induces a median homomorphism,
F(H(M)) — F(Ho(M)) (which by Lemma 9.2.4 is surjective).

Given any proset, €2, the set of flows, F(€), is naturally a Stone median algebra
(see Example (Ex12.7) of Subsection 12.1). If a € €2, then H(a) := {R € F(Q) |
a € R} is clopen. This tells us that the image of the map, n : Q@ — H(F(Q)),
described in Subsection 9.2, lies in Ho(F(€2)).

Putting the above observations together, we see that there are natural maps,
M — F(Ho(M)) and Q@ — Ho(F(£2)). Note that, in the case where M or Q are
finite, these are the same as the maps defined in Subsection 9.2.

The following result of [R] generalises Propositions 9.2.2 and 9.2.7.

Theorem 12.5.1.

(1) Let M be a Stone median algebra. The natural map M — F(Ho(M)) is an
isomorphism of topological median algebras.

(2) Let Q2 be a proset. The natural map Q@ — Ho(F(2)) is an isomorphism of
prosets

Proof.
(1) In Subsection 9.2, we described the monomorphism, M — F(H(M)). Here,
we have postcomposed this with the homomorphism F(H(M)) — F(Ho(M)).

The fact that this remains injective follows exactly as in Lemma 9.2.1. Here
we use the observation (Lemma 12.4.11) that any two distinct points of M are
separated by a clopen wall.

The fact that the map is surjective follows as in Lemma 9.2.2. Here we are taking
a family of pairwise intersecting closed convex sets (halfspaces). By compactness,
and the Helly Property (Lemma 7.1.1), this again has non-empty intersection.

We claim that our map is continuous. Let H € Ho(M). Recall that {H, H*} is a
factor of the product space used to define the topology on F(Ho(M)). We therefore
want to check that the postcomposition with projection to {H, H*} is continuous.
But this is just the map M — {H, H*} which tells us in which halfspace a given
element of M belongs. Since H is clopen, this map is continuous, as required. This
proves the claim.

It follows that the map M — F(Ho(M)) is a continuous bijection between
compact hausdorff spaces, hence a homeomorphism.

(2) This is the same as the map, H : Q — H(F(Q)), defined in Subsection 9.2,
except that we have observed that its image lies in Ho(F(€2)), which we now view
as the target. By Lemma 9.2.6, this a proset monomorphism, so we need to check
that its image is precisely Ho(F(€2)). For this we follow the proof of Proposition
9.2.7. Here we take G € Ho(F(€2)). Since G is clopen, it follows by Lemma 12.2.4
that both G and G* are gated. By Lemma 7.3.6, there are mutual gates, R € G
and S € G*. The argument can now be completed as before. O
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12.6. A compactification procedure.

We next describe a procedure for compactifying an interval-compact median
algebra (though we don’t need to assume interval-compactness for the moment).
This is based on a construction in [Fi3].

Let M be a topological median algebra. Let P = [], ,c)/[a,b] be the direct
product of all intervals in M. Then P is a topological median algebra equipped
with the product median and topology. We define a map m : M — P, by setting
the [a, b] coordinate of ¢(z) to be abx € [a, b]y. Clearly ¢ is injective. Also ¢ is a
continuous monomorphism (since each of the maps [z +— abz] : M — [a,b]y is a
continuous homomorphism). We write M for the closure of ¢(M) in P.

Given p € P, write [abp| € [a, b]ss for the [a, b]-coordinate of p. By construction,
if x € M, then [ab(¢x)] = abx. If ¢,d € M, and p € ¢(M), then ablcdp] =
(abc)(abd)[abp]. (Setting p = ¢x, this is just the long distributive law: ab(cdz) =
(abc)(abd)(abx) in M.) By continuity of the median in P, this also holds for all

pe M.
Lemma 12.6.1. ¢(M) is conver in M.

Proof. Let ¢,d € M and let p € [éc, ¢d]y; = [pe, ¢d]p N M. We want to show that
p € ¢(M). In fact, we claim that p = ¢e, where e = [cdp| € [c, d] .

To see this, first note that by the definition of the median on P, we have [abp] €
[abc, abd]y, for all a,b € M. In other words, [abp] = (abc)(abd)[abp]. Moreover,
since p € M, we have (abc)(abd)[abp] = ablcdp] = abe. Thus [abp] = abe = [ab(¢e)].
In other words the [a, b]-coordinates of p and of ¢e agree for all a,b € M. Therefore
p = ¢e as claimed. O

We can now identify M with ¢(M) in M, except that the induced subspace
topology on M might be coarser than the original. Note that by Lemma 12.3.4, we
have rank(M) = rank(M). We also note that M inherits certain properties from
M. (For example, if M is locally convex, then so is M.)

The main interest in this construction is when M is interval-compact. In this
case, P is compact by Tychonoff’s Theorem, and so also is M.

In summary, any interval-compact median algebra has a continuous embedding
as a dense convex subset of a compact median algebra. The induced subspace
topology may be coarser than the original.

In the case of a discrete median algebra, II, we recover the Roller boundary as
follows.

Let ¥ = U(II) := J[[W(II), and let IT C F(H(IT)) C ¥, be as described in
Lemma 11.12.2. Then, F(H(II)) is the closure, II, of IT in ¥, and 9pIl = IT \ II.

Let C(¥) be the set of faces of U, and let B C C(¥) be some subset. Let Q =[] B.
We equip €2 with the product topology, which is compact by Tychonoft’s Theorem.
We define a map f: U — ) as follows. Given p € ¥ and @) € C(¥), we let the
(Q)-coordinate of f(p) be mg(p), where mg : ¥ — (@ is projection to the face, Q.
Thus, f is a continuous homomorphism. Moreover, if B contains at least one 1-face
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crossing W for each W € W(II), then f is injective, hence a homeomorphism to
its range, f(W¥) C Q.

Now let B = {[a,bly € ¥ | a,b € II}. Note that [a,blqy = II N [a,bly. We
can thus view P = [], ;enla, bln as a closed subset of 2 =[], ,cpla, blw. We have
continuous monomorphisms, IT < P < Q and Il — ¥ < (), the last map being f
constructed above. The two compositions agree. By definition, IT is the closure of
I in P, and by Lemma 11.12.2, F(#(II)) is the closure of II in W. After applying
the maps P < Q and ¥ < , we get a natural identification of IT with F(H(II)).
In summary, this shows:

Lemma 12.6.2. Let Il be a discrete median algebra. Then there is a natural
identification of Ogll with 11\ II.

12.7. Rank-1 topological median algebras.

We finish with a brief discussion of the rank-1 case.

Lemma 12.7.1. Let M be a locally convex median algebra of rank 1. Then M
contains no topologically embedded circle.

Proof. Suppose that 0 C M is homeomorphic to the circle. We choose any four
distinct points a1, as, az, a4 in o so as to cut it into four arcs: ¢ = o1UoyUo3Uoy with
o;—1No; = {a;} (where we are taking indices modulo 4). Then o1No3 = g9sNoy = .
Let U; € M be an open set containing ¢; such that Uy N Uz = U, N U4 = O.

Now o; has an open cover by the interiors of convex sets which lie in U;. By taking
a finite subcover, we can find a sequence of points, a; = 2, T;1, . . ., Tip, = Qi1 I
o; such that for all j, there is some open set, V;; with z;;,z; ;41 € Vi; and with
V;; convex and contained in U;. Let X = {z;; |1 <4 <4,0<j <p}, and let
IT = (X) C M be the subalgebra generated by X.

Now II has rank 1, and so is naturally the vertex set of a simplicial tree, A(II).
Let 8; € A(II) be the arc connecting a; to a;4+1 in A(II), and let ay; be the arc
connecting x;; to x; ;41 in A(I). Then f; C Ug;_ol agj. Ity € B;NII, then y € a;;NII
for some j. Now wz;;,x; ;41 € Vij, so since x;;.y.2; j41 and \Z-j is convex, we have
Yy € ‘72-]- C U;. In other words 5; N 11 C U;.

Now 1 U By U B3 U By is a closed path in A(IT). From this one sees easily that at
least one of 1 N B3 NII or B N B4 NII is non-empty. But by the above observation,
these are contained in U; N Uz and U, N Uy respectively, so we get a contradiction.

This shows that no such circle, o, can exist. U

Lemma 12.7.2. Let M be locally convex, metrisable, interval-compact, and rank 1.
Then any two points are connected by a unique arc (that is a subset homeomorphic
to the closed real interval [0,1] ). Moreover, such any such arc is the median interval
between its endpoints.

Proof. Let a,b € M. Then by Lemma 12.4.8, [a, b] is homeomorphic to [0, 1], via
a median isomorphism. Thus a and b get sent to 0 and 1. By Lemma 12.7.1, M
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contains no topologically embedded circle. It is now a simple exercise to show that
[a, b] is the unique arc from a to b. O

We can therefore think of such a space as a kind of “real tree”. Such objects
have been studied by a number of authors (see [AdeN, Bol], and the references
therein). For example, it is shown in [MayO] that such a space is homeomorphic to
an R-tree, which will be the main topic of Section 15. We also note Lemma 11.3.1
gives us a natural way to compactify such as space (modulo making the topology
coarser). The resulting space is then a “dendron”.

13. MEDIAN METRIC SPACES

Median algebras often arise as median metric spaces (as illustrated by the exam-
ples in Subsection 13.1). The property is closed under completion (Lemma 13.2.6),
so there is often no loss in assuming completeness. In this case, all non-empty
closed convex subsets are gated (Lemma 13.3.7). If we also assume finite rank,
then all intervals a compact (Lemma 13.2.10). A connected complete median met-
ric space is geodesic (Lemma 13.3.2). There are also a number of results which
allow us to construct or modify median metrics. A few of these are mentioned
briefly at the end of the section (Theorems 13.4.1, 13.4.2 and 13.4.3). We begin
with the definition.

13.1. Definition and examples.

Let (M, p) be a metric space. Given a,b,z € M, write a.z.b to mean p(a,x) +
p(x,b) = p(a,b). We write

la,bl, ={x € M | a.x.b}.
Definition. p is a median metric if for all a,b,c € M, we have

#([a, 0], N [b,c, N e, a],) = 1.

We refer to M as a median metric space.

Writing I(a,b) = [a,b],, we see that M satisfies the Axioms (I1)-(I4) of Subsec-
tion 4.1: Axioms (I1)—(I3) are immediate from the metric space axioms, and (I14) is
precisely the above definition. Therefore, by Sholander’s theorem (Theorem 4.1.1
here) the median map defined by (I4) gives M the structure of a median algebra
such that [a,b] = [a,b], for all a,b € M. We see that the betweenness relation a.z.b
as defined above is consistent with its earlier definition.

The following gives us an equivalent way of defining a median metric.

Lemma 13.1.1. Let M be a median algebra equipped with a metric p such that
pla,c) + p(e,b) = p(a,b) for all ¢ € [a,b]. Then p is a median metric.
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Proof. We are assuming that [a,b] C [a,b],. We claim that [a,b] = [a,b],. To see
this, let ¢ € M, and let m = abc. We have:

pla,m) + plm, c) = p(a, )
p(b,m) + p(m, c) = p(b, c)
pla,m) + p(m,b) = p(a,b),
and so
pla,c) + p(c,b) = p(a, b) + 2p(m, c).

Therefore, if ¢ € [a,b],, then p(m,c) = 0 and so ¢ € [a, b] as required.
Since [a,b] N [b, ¢] N [¢, a] = {abc}, p satisfies (14). O

Note that, in fact, we don’t need to assume that p satisfies the triangle inequal-
ities a-priori for this. These follow directly from the formulae given in the proof.

For some purposes it is convenient to allow for pseudometrics (i.e. where distinct
points might be at distance 0). We will say that a pseudometric, p, on a median
algebra is a median pseudometric if [a,b] C [a,b], for all a,b € M. Note that we
cannot in general recover the median structure from the pseudometric. However,
the hausdorffification of a median pseudometric is a median metric. (The haus-
dorffification process is discussed further in Subsection 15.3.) It can be seen that
much of what we say about median metrics can be reinterpreted for pseudometrics.
By default in this section, p will be a metric.

We note that properties which only refer to the betweenness relation in a median
metric space (such as (Ex6.1) and (Ex6.2) of Subsection 6.2 etc.) pass directly to
any subspace even if it is not itself median. In view of this, we say that a metric
space is submedian if it isometrically embeds into a median metric space. Ex-
amples of such arise from spaces of measured walls (Section 19) and quasimedian
graphs (Section 23).

We will see (Lemma 13.2.2) that a median metric space, M, is a topological
median algebra in the induced metric.

We also note that any subalgebra of a median metric space is a median metric
space in the induced metric.

Here are a few examples.

(Ex13.1): Let II be a discrete median algebra, and let w : W(II) — (0, 00) be
any map. Given a,b € II, let p(a,b) = > ey w(W). Then p is a median
metric. This follows from Lemma 13.1.1, given that for any a,b,c € M, we have
W(a,b) C W(a,c)UW(c,b), and that ¢ € [a, b] if and only if W(a,c)NW(c,b) = 2.
In fact, we will see (Lemma 13.2.5) that every discrete median metric space has
this form. If we set w = 1, then we recover the combinatorial metric defined in
Subsection 11.2.
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(Ex13.2): A particular case of (Ex13.1), which will be useful later, is when II =
F(X) is the free median algebra on a finite set X. Here W(F (X)) can be identi-
fied with the set of partitions of X into two disjoint non-empty subsets. A median
metric on F'(X) arises from assigning a positive real number to each such partition.

(Ex13.3): Example (Ex13.1) can be viewed as a special case of a “space with mea-
sured walls”. These give rise to median (pseudo)metrics, which will be the topic of
Section 19.

(Ex13.4): Let X be any set and let ¥ = {0,1}*. We can embed ¥ into the real
hypercube, A(¥) = [0,1]%. Suppose w : X — (0,00). Then as a median algebra,
A(W) is isomorphic to [[,c [0, w(a)], where [0,w(a)] C R is the real interval. We

can now equip A(¥) with the /! non-finite metric. (Recall that this means that
it may take infinite values.) It satisfies the hypotheses of Lemma 13.1.1 modulo
this qualification. Therefore any subalgebra of A(¥) on which the metric is finite
will be a genuine median metric space. For example, if II is a discrete median
algebra, then we can embed its realisation, A(II), as the subalgebra of [0, 1]V(D,
as described in Subsection 11.2. If w : W(II) — (0,00), then this is median
isomorphic to [ [y cyym[0, w(W)]. Let p be the induced [' metric on A(IT). Then

(A(II), p) is a median metric space. We discuss this example further in Section 17.

(Ex13.5): Such complexes as discussed in the previous example arise in group
theory from right-angled Artin groups (often abbreviated to “RAAG”). By def-
inition, such a group, G, has a presentation of the form G = (X|R), where
X = {zy,...,z,} is a finite set of generators, and R is the set of relators of the
form {x;x;z;'x;" | (i,7) € P}, for some subset P C {1,...,n}?. (For example, if
P =@, then G is free on X. If P = {1,...,n}?, then G = Z" is free abelian.) One
can show that the word metric on G with respect to X is median. We can con-
struct the cube complex A(G) as in example (Ex13.4). Its 1-skeleton is precisely
the Cayley graph of G with generating set X.

(Ex13.7): Let Q be a set equipped with a measure p. Given a measurable function,
f:Q — R, define its “L'-norm” as || f|| :== [ |f] du. Let £ be the set of those f
for which || f|| < co. Given f,g € L, let p(f,g) =||f —gl|- Then (L, p) is a median
pseudometric space. In fact, the median, m, of f,g,h € L can be defined by set-
ting m(z) to be the standard median of f(x), g(z), h(z), for all z € R. Taking the
hausdorffification of £, we obtain a contractible geodesic median metric space. A
standard result from measure theory tells us that this is complete (see for example
[Ber]). In general, this may have infinite rank. Note that the set of characteristic
functions of measurable subsets of ) forms a topologically closed subalgebra of L.
We elaborate on a particular case of this in the next example.
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(Ex13.8): Let €2 be a probability space: that is a set, {2, equipped with a measure
p with () = 1. Let M C P(Q) be the o-algebra of measurable subsets. This a
median subalgebra of P(€2), and intrinsically a boolean algebra. Given A, B € M,
write p(A, B) = u(AA B). Since AAB C (AAC)U(BACQC) for all C € M, we
see that p is a pseudometric on M. (This is a particular case of Example (Ex13.7)
after identifying a set with its characteristic function.) Write A ~ B to mean that
p(A, B) = 0: in other words, A, B differ by a null set (a set of measure 0). Let
M = M/~. This is the hausdorffification of M. We write p also for the induced
metric on M.

Recall that, in the median structure induced from P(2), we have C € [A, B] if
and only if AN B C C C AU B. In this case, AAB = (AAC)U (BAC), so
p(A,B) = p(A,C) + p(B,C). It follows that p is a median pseudometric on M,
and that (M, p) is a median metric space.

In what follows, we will regard sets in M to be defined up to ~. Note that the
operations of (finite or) countable union and intersection and (relative) complement
are well defined modulo this equivalence. To work in M, we can choose arbitrary
representatives in M.

We note that (M, p) is complete. This follows from the general fact that L' spaces
are complete. For a more direct argument, let (A4,),en be a cauchy sequence. It
is enough to show that (A,), subconverges, so after passing to a subsequence,
we can suppose that p(A,, Ani1) < 2% for all n. Let B, = J;-, A; and B =
Mo’y Bn. We claim that p(A,, B) < 2. To this end, let R, = J]_,(A; A Aiy1).
Thus, u(R,) < Uiom(AiAA) < >, 5 = =. Now for all i > n, we have
A, ANA; CR,, s0 A, AB; CU;2, Ai € R, and so, since (B,), is non-increasing,
A, ANB CJ.2, (A, AB;) CR,. Thus, u(An,, B) < 2% as claimed. This shows that
M is complete.

If Pe M,then(AAP)A(BAP)=AAB,andso u(AA P,BAP) = u(A,B).
Thus [A — AA P] defines an isometric involution 7 : M — M (cf. the discus-
sion of ternary boolean algebras in Example (Ex3.6) of Subsection 3.4). If we set
P =AA B, we get 7(A) = B, showing that M is homogeneous. If we set P = (,
we get p(A,7(A)) =1 for all A € M. In the latter case, we can think of 7 as an
“antipodal map”.

Suppose Z C M is a family of pairwise disjoint non-null subsets of €2. The
map [Q — JQ] : P(Z) — M is a median monomorphism, so its image in M
is a (#ZI)-hypercube. In fact, any finite subset of M lies in a finite such cube: if
Ay...,A,, € M, consider the set, Z, of non-null sets of the form By N---N B,,,
where each B; is either A; or 2\ A;. Then each A; is a disjoint union of elements
of Z, and so lies in a (#Z)-cube as described above.

(Ex13.9): As a particular case of Example (Ex13.8), let u be Lebesgue measure
on the unit real interval, Q = [0,1] C R. Given A,B € M, and t € [0,1], let
f(A, B, t) = (BNI0,t]) U(AN]t,1]). (This is well defined up to measure 0.) Note
that f(A, B,0) = A, f(A,B,1) = B, and that f(A,B,t) € [A,B]. If C,D € M,
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and u € [0,1], then f(A, B,t)A f(C,D,u) C (AAC)U (BA D) U [t,u], and so
p(f(A, B,t), f(C,D,u)) < p(A,C)+ p(B,D) + |t — u|. In other words, the map
f @ M? x [0,1] — M is 1-lipschitz with respect to the ' metric induced on
M? x [0,1]. This shows that M is contractible. (For any basepoint A € M, the
map [(X,t) — f(A, X,t)] : M x [0,1] — M is a homotopy from the identity to
the constant map at A.) Moreover, for any A, B € M, the map [t — f(A, B,t)] :
[0,1] — M is a monotone path from A to B. This shows that M is a geodesic
space (see Subsection 13.3).

Here is a more combinatorial way of describing M. We construct abstractly an
increasing sequence, Qg — Q1 — Q3 — - - -, of cubes @),, of rank 2", and with each
inclusion a median monomorphism. We equip each @), with a metric p,, namely
5+ times the combinatorial metric (as defined in Subsection 11.2). In other words,
if {a,b} is a 1-face of p,, then p,(a,b) = 2% To get from @, to Q,,1, we enlarge
each such 1-face to a 2-cube, {a,c,b,d}, with a,b antipodal, so that @, is a
direct product of 2" such 2-cubes. Note that p,i1(a,b) = pari(a,c) + par1(b,c) =
s = 3= = pala,b). It follows that each inclusion is an isometric embedding.
Let Qo = U,—y @n, with the induced median and metric. This is an infinite-rank

median metric space. Let Qoo be its metric completion. This is again a median
metric space (see Lemma 13.2.6 below).

To relate this to the original description, let Z,, be a subdivision of [0, 1] into 2"
disjoint intervals of length 2% We can identify @),, with the image of the monomor-
phism, P(Z,) — M, as described in Example (Ex13.8). We have natural maps
@n — Qni1, and one can check that ), is dense in M. Thus, M is isometric to
Qoo, as in the combinatorial construction.

In summary, M is contractible, complete, homogeneous, geodesic and infinite-
rank. Each finite subset of M lies in a finite cube, and M admits an isometric
involution, 7: M — M, with p(A,7(A)) =1 for all A € M.

(Ex13.10): As noted earlier, median metric spaces arise from spaces with measured
walls which are the topic of Section 19. They also arise as Guirardel cores (Sub-
section 15.4), and from asymptotic cones of certain spaces (Subsection 24.3).

We note that in Examples (Ex13.1) and (Ex13.2) above, we could allow w to
take the value 0, in which case we would get a median pseudometric space.

13.2. Some basic properties.

We move on to consider some basic properties of median metric spaces.
The first observation holds in any metric space.

Lemma 13.2.1. Let a,c,d,b € M with a.c.d and c.d.b. Then p(c,d) < p(a,b).
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Proof. We just add the inequalities:
pla, ) + ple,d) = pla, ) < p(a,) + p(b, d)
p(b,d) + p(c,d) = p(b,c) < p(a,b) + p(a,c),
and subtract p(a,c) + p(b, d). O

The following is an immediate consequence, but it is sufficiently fundamental to
the subject to be worth recording explicitly.

Lemma 13.2.2. Let (M, p) be a median metric space, and let a,b,c,d € M. Then
plabe, abd) < p(c, d).

Note that Lemma 13.2.2 implies that M is 1-lipschitz in the sense defined in
Subsection 12.2. That is to say, the median map [(z,y, 2) — zyz| : M® — M is
1-lipschitz with respect to the ! metric on M?3. In particular, M is a topological
median algebra. We also note (since diam([a, b]) < p(a, b) for all a,b € M) that M
is weakly locally convex, as defined in Subsection 12.2.

The following is also worth observing:

Lemma 13.2.3. Ifc¢,d € [a,b], then p(c,d) < p(a,b).

Proof. 2p(c,d) < (p(c,a)+p(a, d))+(p(c,0)+p(b,d)) = (p(a, c)+p(c, b)) +(p(a, d) +
p(d, b)) = 2p(a,b). O

Recalling the notion of parallelism defined in Subsection 7.2, the following is
another immediate consequence of Lemma 13.2.1.

Lemma 13.2.4. Suppose a,a’,b,b' € M with aa’ || bb'. Then p(a,a’) = p(b,V').

This in turn has an immediate consequence for a discrete median metric space,
IT (by which we mean that II is discrete as a median algebra). This is a kind of
converse to the construction of Example (Ex13.1) above.

Recall that a wall, W € W(II), determines a parallel class, £(W), of 1-cells of II
which cross W (see Lemma 11.5.1). We write w(W) = p(c, d), where {c,d} € E(W).
By Lemma 13.2.3, this is well defined, independently of the choice of 1-cell. We
refer to w(W) as the width of the wall W.

Suppose a,b € II. Recall from Subsection 11.2 that a “geodesic path” in M is
a maximal chain, @ = a9 < a1 < -+ < a, = b in [a,b]. We let W; € W(II) be
the wall separating a;_; and a;, i.e. for which {a;_1,a;} € E(W;). We then have
W(a,b) = {Wi,...,W,}. Note also that a;.a;.a; whenever i < j <k.

Lemma 13.2.5. Let (I1, p) be a discrete median metric space. If a,b € 11, then
p(a,b) =3 ywew(an WW), where w(W) is the width of W.

Proof. By the above, we have

p(a,b>Zzp(aiflyai)zzw(Wi)z > w(W),

WewW(a,b)
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We note that this is consistent with the discussion of Subsection 11.2; where the
metric, p, there was defined by setting the width of each wall to be equal to 1.

We note that Lemma 13.2.5 applies equally well to a discrete median pseudo-
metric space, where we allow walls to have width 0.

Since any finite subset of a metric median space, M, lies in a finite subalgebra,
this is a useful way of understanding the distances between them.

Suppose, for example, a,b,c,d € M. Let F = F({a,b,c,d}) be the free me-
dian algebra on {a,b,c,d}. We gave a description of F' in Subsection 5.4. Tt is
the vertex set of a cube complex with one central cube, and four “free edges”
connecting alternate corners of the cube respectively to a,b,c,d. The walls of F
correspond to the three partitions of {a,b,c,d} into two disjoint non-empty sub-
sets. The homomorphism from F into M induces a width to each wall (pos-
sibly 0), in the manner described above. We denote by A, B,C,D > 0, the
widths of the walls crossing the free edges with endpoints a,b, ¢, d respectively.
Thus, A = p(a, (bed|a)) etc. We denote by R,S,T, the widths of the three re-
maining walls (crossing the central cube) corresponding respectively to the par-
titions {{a, b}, {c,d}}, {{a,c},{b,d}} and {{a,d},{b,c}}. We can now read off
the distances between points in ({a,b,d,c}) C M from this picture. For example,
p(d,abc) = D+ R+ S+ T: to get from d to abc, we cross the free edge at d and
then three edges of the central cube.

To illustrate this, we note that Lemma 13.2.2 can be verified in these terms. In
fact, we get p(a,b) = p(abec, abd) + p(c, (abd|c)) + p(d, (abc|d)), both sides equating
to C'+ S+ T + D. We give another application of this principle below.

First, we introduce the following notation. Given any a,b,c € M, we write

(0,02 ¢) = 5 (pla,c) + ple,) — pla b))

This is often referred to as the Gromowv product of a,b based at ¢. Note that
(a,b:c)y = p(c,abc). In particular (a,b: c¢) =0 if and only if a.c.b.
Given a, b, c,d € M, write

G(a,b,c|d) := p(a,d) + p(b,d) + p(c,d) — %(p(a, b) + p(b, c) + p(c, a))
= (a,b:d)+ (b,c:d)+ (c,a:d) > 0.
Note that G(a,b,c|d) = 0 if and only if d = abc. In fact,
G(a, b, c|d) = p(d,abc) + 2p(d, (abc|d)).

This can be seen by inspection of the picture of F'({a,b,c,d}) discussed above. In
the above notation, we have p(a,b) = S+ T + A+ B, etc., and so

G(a,b,dld) = (2R+25+2T'+A+B+C+3D)— (R+S+T+A+B+C)

=R+ S+T+3D,
p(d,abc) =R+ S+T + D,
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p(d, (abc|d)) = D.
The statement now follows. In particular, p(d, abc) < G(a, b, c|d).
As an application, we have:

Lemma 13.2.6. The metric completion of a median metric space is a median
metric space of the same rank.

Proof. Let M be the completion of a median metric space, M. Let a,b,c € M.
Let (a;)i, (b;)s, (¢;); be sequences in M converging on a, b, ¢, respectively. Let m; =
a;bic;. Now (a;,b; : m;) = 0 for all ¢ and so (a,b : m) = 0, so m € [a,b],. By
symmetry, we have m € [a, b],N[b, c|,N]c, a],. Suppose that d € [a, b],N[b, c],N|c, al,.
Let (d;); be a sequence in M converging on d. Then, G(a;, b;, ¢;|d;) — G(a, b, c|d) =
0. By the above observation, p(d;,m;) < G(a;, b;,c;|d;) and so p(d,m) = 0, so
d = m. We have shown that [a,b], N [b,c], N [c,a], = {m}, and so p is a median
metric. R

The fact that rank(M) = rank(M) follows by Lemma 12.3.4. O

We also note:
Lemma 13.2.7. A median metric space of finite rank is locally convex.

Proof. We have already noted that any median metric space is weakly locally con-
vex, and so the statement follows from Lemma 12.2.4. O

Note that any isometric embedding of one median metric space into another is
necessarily a median monomorphism.

Lemma 13.2.8. LetII be a discrete median metric space, and let a,b € 11. Suppose
rank([a, b]) = v < oo. Then [a,b] isometrically embeds in the I* product, [],_,[0,1],
for some l; > 0 with Y., l; = p(a,b).

Proof. Recall that by Lemma 8.3.3, there is a median monomorphism of [a, b] into
P =TI, I, where I, = {1,...,p}. By the construction, we have an identifi-
cation of W(a,b) with W(P) = W(I,,) U ---UW(I,,). Given W € W(a,b), let
w(W) be the width of W in II. This gives rise to a median metric on P, by the
construction of Example (Ex13.1) above. Moreover, the embedding of [a, b] into P
is isometric. (Since if ¢,d € [a,b], then W(c,d) € W(a,b), and the distance be-
tween ¢ and d, namely > oy g w(W), is the same whether interpreted in [a, b]
orin P.)
We can further embed P isometrically into [];_, [0, /;], where {; = ZWEW(IM w(W).

The composition of these maps gives an isometric embedding of [a, b] into [;_, [0, ;]
as required. Note that >0\ li = > yrepyias W(W) = p(a,b).

We will give a generalisation of Lemma 13.2.8 as Lemma 13.3.5, below.

Recall that a metric space is totally bounded (or “precompact”) if for all § > 0
it has a finite covering by d-balls. This is equivalent to saying that for any € > 0,
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there is a bound on the cardinality of any finite e-separated subset (i.e. a subset
such that any two distinct points thereof are a distance at least € apart).

Lemma 13.2.9. Let M be a median metric space, and let a,b € M, with rank([a, b])
o0. Then [a,b] is totally bounded.

Proof. Let v = rank([a,b]) < co. Let A C [a,b] be a finite e-separated subset. Let
II = (AU{a,b}) C [a,b]. Then II is finite, and II = [a,b]n. By Lemma 13.2.8,
there is an isometric embedding of [a, b] into [],_,[0,1;], where > ., l; = p(a,b). It
now follows easily that there is a bound on #A in terms of v and p(a, b). g

We will say that a median metric space is interval-complete if |a, b] is complete
for all a,b € M. Clearly this holds if M is either complete or interval-compact.

Lemma 13.2.10. A finite-rank interval-complete median metric space is interval-
compact.

Proof. This follows from Lemma 13.2.9, given that any complete totally bounded
metric space is compact. Il

Lemma 13.2.11. Let M be an interval-complete median metric space of finite
rank. If A C M is compact, then hull(A) is compact.

Proof. Let v = rank(M). By Proposition 8.2.3, hull(A) = J”(A). It is therefore
sufficient to show that the join, J(A), is compact. To this end, let (x;); be any
sequence in J(A). Then z; € [a;b;] for some a;,b; € A. After passing to a
subsequence, we have a; — a and b; — b with a,b € A. Since a;b;x; = x;, we have
p(x;, abx;) < p(a;,a) + p(bi,b) — 0. Now abz; € [a,b], and |a,b] is compact by
Lemma 13.2.10, so again after passing to subsequence, we have abx; — y € [a,b] C
J(A). Therefore, z; — y. This shows that J(A) is sequentially compact, hence
compact. ]

13.3. Connectedness, geodesics and embeddings.

In order to introduce connectedness properties, we make another digression into
linear median algebras.

Let L be a totally ordered set, equipped with a metric which makes it into a
median metric space with the standard betweenness relation. Given z,y € L, let
7(z,y) = p(z,y) if v <y and 7(x,y) = —p(z,y) if y < z. Then 7 is a cocycle:
7(z,y) + 7(y,2) + 7(2,2) = 0 for all z,y,z € L. (Up to permuting x,y, z, we have
7 <y < 250 7(0,y) +7(,2) = pla,y) + p(y, 2) = p(x, 2) = —7(=,2).) Tt follows
that if we fix any a € L, then the map [ — 7(a,x)] : L — R is an isometric
embedding. This shows:

Lemma 13.3.1. L isometrically embeds into the real line.

Note that L is complete if and only if the image of L is closed in R. In this
case, L is connected if and only if it has no adjacent pairs. Note also that if L is
complete and bounded, then it is compact.
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We say that a subset, L C M, of a median metric space is monotone if it is a
subalgebra and intrinsically rank-1. In particular, if x,y, 2z € L, then at least one
of z.y.z, y.z.x or z.x.y holds. (As observed in Example (Ex3.3) of Subsection 3.3,
the converse also holds if we assume in addition that L is not a 2-cube.) By the
above, L is isometric to a subset of the real line. Note that, by the continuity of
the median, the closure of a monotone set is monotone. If M is complete, then
a closed bounded monotone set is compact. In particular, it is intrinsically the
median interval between its two endpoints.

Recall that a geodesic in a metric space, (M, p), is a path v : I — R, where
I C R is connected, such that p(y(¢),v(u)) = |t — u| for all t,u € R. In other
words, v is an isometric embedding of I into M. If M is a median metric space, it
follows that it is a median monomorphism. In other words, v is a monotone arc in
the sense defined in Subsection 12.4.

Conversely, any monotone arc, v, can be reparameterised as a geodesic. To see
this, let 8 : I — R be the embedding given by Lemma 13.3.1 for the induced
metric on I. Then 6(I) C R is connected, and yo 6=t : §(I) — M is a geodesic.

In other words in a median metric space, geodesics and monotone arcs are the
same class of paths up to reparameterisation.

We also note that (for any metric space) a geodesic between two points is the
same up to reparameterisation as an arc whose rectifiable length is equal to the
distance between its endpoints.

Definition. A geodesic space is a metric space in which any two points are
connected by a geodesic.

(This is also sometimes called a “length space”.) We will give more discussion
of geodesics in Sections 19 and 24.

Lemma 13.3.2. Let M be an interval-complete median metric space. Then the
following are equivalent:

(1): M has no adjacent pairs.

(2): M is connected.

(3): M is a geodesic space.

Proof. (3) = (2) is immediate, and (2) = (1) follows from Lemma 12.4.4.

For (1) = (3), suppose that M has no adjacent pairs. Let a,b € M, so that
[a,b] in complete. Let L C [a,b] be a maximal chain in [a,b]. By Lemma 12.4.3, L
is closed. It is therefore intrinsically a complete median metric space of the type
described above. Since L is maximal, it has no adjacent pairs (since such would
also be an adjacent pair in M). By Lemma 13.3.1, it isometrically embeds in R,
and is therefore isometric to a compact real interval. The isomorphism from the
interval is therefore a geodesic. U

Remark. We note that (1) = (3) is also a direct consequence of Menger’s theorem.
This says that any complete metric space, (M, p), with the property that if a,b € M
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are distinct there is some ¢ € M \ {a, b}, with p(a,b) = p(a,c) + p(c,b), then M is
a geodesic space.

The following can easily be seen by putting together observations given above:

Lemma 13.3.3. Let M be a median metric space. Suppose a,b € M with rank([a, b]) =
1. Then [a,b] isometrically embeds into a compact real interval. If M is connected,
we can take the embedding to be an isometry to its range.

Lemma 13.3.4. Let M be a median metric space of rank v < co. Let (Q C M be
a v-cube. Then hull(Q) isometrically embeds into the I* product of v compact real
intervals. If M s connected, we can take the embedding to be an isometry.

Proof. This follows from Lemmas 10.3.5 and 13.3.3. U
We also note the following generalisation of Lemma 13.2.8.

Lemma 13.3.5. Let M be a median metric space, and let a,b € M. Suppose
rank([a, b]) = v < oo. Then [a,b] isometrically embeds in the I* product, [],_,[0,1;],
for some l; > 0 with Y., l; = p(a,b).

This can be deduced by a compactness argument using the fact that it is true
for all finite subalgebras of [a, b], similarly as in the proof of Proposition 15.3.1 of
Section 15. We will not give details here since it can also be seen as a corollary of
that result, as we point out in Subsection 15.3.

For the record, we also note the following immediate consequence of Lemma
12.4.12, which does not require interval completeness.

Lemma 13.3.6. A connected finite-rank median metric space is geodesic.
(I don’t know if this holds in the infinite-rank case.)

Lemma 13.3.7. Let M be an interval-complete median metric space. Then any
non-empty closed convex subset of M is gated.

Proof. Let C' C M be closed and convex, and let a € M. Choose any ¢ € C. Let
L be any maximal chain in [a,¢] N C. By Lemma 12.4.3, L is closed. As observed
after Lemma 13.3.1, L is compact, and so has a minimum, b. We claim that b is a
gate for a in C. To see this, let d € C, and let ¢ = abd. Then e < b and e € C.
Therefore L U {e} is a chain in [a,c] N C, so e = b, so a.b.d as required. O

Note also that b is the unique point of C' which minimises p(a, c).
We also note:

Lemma 13.3.8. Let C be a gated convex subset of a median metric space, M.
Then the gate map, M — C' is 1-lipschitz.

Proof. Let x,y € M. Then z.wxr.wy and y.wy.wzx. It follows from Lemma 13.2.1
that p(wz, wy) < p(z,y). O

The following result generalises Lemma 11.5.5.
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Lemma 13.3.9. Let M be a complete median metric space. Let C be any family
of pairwise intersecting closed bounded convex subsets. Then (C # @.

Of course, it is enough to assume that just one of the convex subsets is bounded.

Proof. By Lemma 13.3.7, each element of C is gated. The result therefore follows
by a much more general statement about gated sets in a complete metric space,
namely Lemma 22.2.2. U

13.4. Connections with CAT(0) and injective metric spaces.

We mention a few additional results about median metric spaces, though we
refer to the original papers for the proofs.

Recall that a k-lipschitz median algebra is one which admits a metric such that
the median map is k-lipschitz. By a k-lipschitz path we mean a k-lipschitz map
of a real interval into the space. (For most applications, we could take this to be a
geodesic.)

Theorem 13.4.1. Let k,l > 0 and v € N. Let (M,p) be a k-lipschitz median
algebra of rank v, such that any two points are connected by an l-lipschitz path.
Then M admits a canonical median metric, p’, inducing the same median structure,
such that p < p' < Kp, where K > 1 depends only on k, [ and v.

If one drops the word “canonical” from the statement, this is proven in [Bo3|
(cf. Proposition 15.3.1 here). A variation on this construction in [Ze| shows that
one can obtain a canonical median metric.

Theorem 13.4.2. Let (M, p) be a complete connected median metric space of rank
v < 0o. Then M admits a canonical CAT(0) geodesic metric, o, with p < o <
p\/V. Moreover geodesics in (M, o) are monotone arcs with respect to the median
structure.

Theorem 13.4.3. Let (M, p) be a complete connected median metric space of rank
v < oo. Then M admits a canonical injective metric, o, with p < o < vp.

These are proven in [Bo4] and [Bo7| respectively. A somewhat different con-
struction for the injective metric has been given independently by Miesche [Mie2].

We will discuss CAT(0) metrics further in Section 18, and injective metrics in
Section 25. Both CAT(0) and injective metric spaces are necessarily contractible.
It therefore follows from either Theorem 13.4.2 or Theorem 13.4.3 that M is con-
tractible.

One motivation for the above results is their application to asymptotic cones of
coarse median spaces, which we will discuss in Subsection 24.3.

14. SUBMEDIAN RELATIONS

In this section, we consider subsets of median algebras with their induced ternary
relations. These are generally termed “submedian”. Examples arise as submedian
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metric spaces as we discuss in Section 19, and from quasimedian graphs, discussed
in Section 23. Some aspects of more general ternary betweenness relations will be
discussed in Section 22.

It does not seem that the notion of “rank” can be cleanly dealt with in this
context, except in the rank-1 case. In rank-1, such structures have been called
“pretrees” and will be discussed in Subsection 14.2.

14.1. Characterisation of submedian relations.

Recall that the structure of any median algebra, M, is determined by the induced
ternary betweenness relation, which we have denoted by x.y.z for z,y,z € M.
Moreover, any subset of M inherits such a ternary relation. One can ask which
ternary relations arise in this way: we will refer to such as “submedian”. There
are certainly obstructions: such as the linear interpolation rule, though this is not
in general sufficient. In section 6, we gave a procedure for verifying “tautological”
identities. We can apply this to any ternary relation (without introducing medians
into the proceedings) and make it into a recursive axiom system. This gives rise to
a characterisation of submedian relations (see Proposition 14.1.5). As we note at
the end, however, there is no equivalent finite set of axioms.

First, we give some definitions. By a ternary set, we mean a set 1" equipped
with a ternary relation, denoted z.y.z for z,y,z € T, and such that z.y.z <
z.y.x. To abbreviate notation, we will sometimes write ¢t° to mean x.y.z where
t = (z,y,2) € T3. By default, if X C T is any subset, we will take the induced
ternary relation on X: if z,y,2 € X then z.y.z holds in X if and only if it holds
in T. A subset C' C T is convex if y € C whenever z,z € C and z.y.z holds
in T. A wall is a bipartition of T" into two non-empty convex subsets. We write
W(T) for the set of all walls. A map ¢ : S — T between two ternary sets is a
homomorphism if t° = (¢t)° for t € S3. Tt is full if, conversely, (¢t)° = t°. We
write [ for some fixed two-point median algebra, say {0,1}. If ¢ : T — [ is an
epimorphism, then {¢~10,¢'1} is a wall.

Definition. We say that ternary set, 7', is submedzian if it admits an embedding,
t: T — M into a median algebra M, such that if x,y, 2z € T, then x.y.z holds in
T if and only if tx.ty..z holds in M.

In other words, ¢ is a full homomorphism.
Recall the procedure described in Subsection 6.2 for verifying median identities
in a median algebra. We can apply a similar principle to a ternary set. Suppose

we have variables, 1,91, 21, - - -, Tn, Yn, 2n, T, Y, 2 (n0t in general distinct). We can
think of a relation z.y.z as a “consequence” of relations x1.y1.21, ..., Tn.Yn-2n, if
whenever we evaluate xq,...,2, in I such that x;.y;.z; hold for all ¢, then x.y.z

holds there too. The ternary relation on a submedian set will always be closed
under such consequences. We can systematically make a list of such rules, and (by
universal quantification) view it as an axiom system. We can express the assertion
that a given ternary set is a model for this axiom system as follows.
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Definition. A ternary set T is complete if given any t € T such that (¢t)° holds
for all homomorphisms ¢ : T — I, then t° holds in T'.
We say that T is finitely complete if every finite subset is complete.

Thus “finitely complete” formalises what we earlier referred to as being “closed
under consequences”.

Note that (by restricting homomorphisms) any complete set is finitely complete.
In fact, we will see that these are equivalent (Proposition 14.1.4).

Note that finitely complete implies that x.z.y holds for all z,y € T, since this
relation always holds in 1.

We begin by considering finite sets.

Let X be a finite ternary set. Let F(X) 2O X be the free median algebra on
(the underlying set) X. Recall that, via the inclusion X C F'(X), we can identify
W(F(X)) with the set of proper bipartitions of X. Those bipartitions which are
walls of X, in its ternary structure, give us a subset Wy C W(F (X)) (so we can
identify Wy = W(X)). Let Wy = W(F (X)) \ Wy. In other words, W € W(F(X))
lies in W if and only if we can find z,y, 2 € X such that W separates y from {z, z}
in F(X), whereas x.y.z holds in X. Let G(X) be the quotient median algebra
obtained by collapsing each of the walls of W, (i.e. G(X) = F(X)/~, where a ~ b
if and only if every wall of F'(X) which separates a,b lies in W;). The quotient
map, 0 : F(X) — G(X) is a homomorphism. Taking inverses gives us a bijection,
6~ W(G(X)) — Wy. We write § = fx : X — G(X) for the restriction to X.
This is a homomorphism. (For suppose z,y,z € X with z.y.z but =0x.0y.0z. Then
there is some W € W(G(X)) separating 0y from {0z, 0z}. Now 671 € W(F(X))
separates y from {z, z}, giving the contradiction that 6~ W € W;.)

Lemma 14.1.1. Let ¢ : X — M be a homomorphism of X into a median algebra,
M. Then there is a unique homomorphism, m: G(X) — M with ¢ = 7o 0.

Proof. First we extend ¢ to a homomorphism, ¢ : F(X) — M. We claim that if
a,b € F(X) with fa = 0b, then ¢a = ¢b. For if not, there is some wall W € W(M)
separating ¢a, pb. Let Wy be the preimage of this wall in F'(X). Since fa = 0b,
we have Wy € W,. In other words, we can find x,y,z € X with W, separating y
from {z, z} in F(X), and such that z.y.z holds in X. Thus, W separates ¢y from
{¢z,¢z} in M. But since ¢ is a homomorphism, we get the contradiction that
¢x.¢y.¢z holds in M. This proves the claim.

We now define 7 by setting w(fa) = ¢a for a € F(X). Since 6 and ¢ are
homomorphisms, so is 7. The uniqueness of the map w is clear. Il

Lemma 14.1.2. Let t € X®. Then (0t)° holds in G(X) if and only if (¢t)° holds
in I for every homomorphism, ¢ : X — I.

Proof. Suppose (6t)° holds. Given a homomorphism, ¢ : X — I, let 7 : G(X) —
I be as given by Lemma 14.1.1, so that ¢ = mo#. Since 7 is a homomorphism, we
have have (¢t)° as required.
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Conversely, suppose (0t)° fails. Writing ¢t = (x,y, z), there is a wall separating
Oy from {0z,0z} in G(X) (i.e. separating 0y from Oxfyhz). This gives a homomor-
phism, 7 : G(X) — [ with 70z = w0z # 7ly. In other words, (¢t)° fails in I,
where ¢ :=mof: X — I. U

Corollary 14.1.3. The map 0 : X — G(X) is full if and only if X is complete.

Proof. These statements can be paraphrased respectively as “(0t)° = t°” and
“((¢t)° holds for all homomorphisms ¢ : X — I) = t°”. These are equivalent,
by Lemma 14.1.2. U

Note that any homomorphism, ¢ : X — Y between finite ternary sets induces
a homomorphism, ¢ : G(X) — G(Y) such that ¢ o 0x = 0y o ¢. This process
respects compositions.

Now, let T" be any ternary set. Let X be the directed set of finite subsets of T',
partially ordered by inclusion. If X C Y € X', we have an induced homomorphism,
dxy : G(X) — G(Y), extending the inclusion X — Y. We let G(T) be the direct
limit of this system. We have a natural map 0 = 0y : T'— G(T).

We can define a ternary operation [(a,b,c) — abc] on G(T) as follows. By
definition of direct limit, there is some X € X, with respective representatives,
a b, in G(X). We set abc to be the class of a/t/¢’ in the median structure on
G(X). Again, by the definition of direct limit, and the fact that all the maps ¢xy
are median homomorphisms, it follows that this is well defined, independently of
the choice of X and representatives, a’,0',¢’. Moreover, we see that G(X) is a
median algebra in this structure. Since the maps fx are all homomorphisms, it
follows that 67 is also. (This notation is consistent with that already defined if T
happens to be finite.)

If T is finitely complete, then (by Corollary 14.1.3), each of the maps, 0 is full.
It follows that 07 is full. (For if z,y,z € T with Opx.07y.07rz in G(T), then we have
Oxx.0xy.0xz for some X € X with z,y, z € X, and so x.y.z holds in X, hence also
inT.)

We now have:

Proposition 14.1.4. Let T be a ternary set. The following are equivalent.
(1): T is complete,

(2): T is finitely complete,

(8): T admits a full homomorphism to a median algebra.

Proof. We have already observed that (1) = (2) is trivial. For (2) = (3), we have
just noted that if 7" is finitely complete, then 07 : T'— G(T') is full.

For (3) = (1), suppose ¢ : T'— M is a full homomorphism to a median algebra
M. Suppose that x,y, z € T and that x.y.z fails in T. Then Yx.y.1z fails in M.
Thus, there is a median homomorphism, 7 : M — [ with mx = mpy # 7z,
and so ¢x.¢y.¢z fails in I, where ¢ = wo : T —> I. This shows that T is
complete. O



152 BRIAN H. BOWDITCH

Now consider the following property of a ternary set:

(I): If x,y € T with z.y.x, then = = y.

Note that if ¢ : T' — M is a full map to a median algebra, M, and T satisfies
(I), then T is injective. (Since, ¢px = ¢y = ¢zr.¢y.0x = r.y.x = x =Y.)
In view of Proposition 14.1.4, we have now shown:

Proposition 14.1.5. Let T be a ternary set. The following are equivalent:
(1): T is submedian,

(2): every finite subset of T' is submedian,

(3): T is complete and satisfies (I).

It would be nice to have a simple axiomatisation of the submedian property.
This can be achieved for small finite X. We assume that X is a ternary set which
satisfies (I), and that a.a.b holds for all a,b € X. By Proposition 14.1.5, it is
sufficient to find additional constraints which imply completeness.

For #X < 3, there is no other constraint.

For #X = 4, the linear interpolation rule is sufficient. Recall that this says that
for a,b,c,d € X,

a.b.c & a.c.d= a.b.d & b.cd.
We claim this implies completeness in this case. To see this, write X = {z,y, z, p},
and suppose —z.p.y. We define ¢ : X — [ by first setting ¢x = ¢y = 0 and ¢p =
1. We want to define ¢z. If —x.p.z & —y.p.z we set ¢z = 0, and easily see that this
is a homomorphism. Otherwise, we set ¢z = 1. To see this is a homomorphism, we
can suppose (up to swapping x,y) that z.p.z holds. Now x.z.y would imply z.p.z.y,
and p.y.z would imply x.p.y.z, both giving x.p.y contrary to our assumption. Thus,
—z.2.y & —p.y.z, and it now follows that ¢ is a homomorphism as claimed.
For #X = 5, we have three rules, namely:

ab.c & b.ed & a.d.e = b.c.e

a.ch & adb & ced= a.eb
ab.c & abd & c.e.d = a.b.e.

Note that the first of these ((Ex6.1) of Subsection 6.2) implies the linear inter-
polation rule (respectively setting a = b and ¢ = d). A somewhat more laborious
argument, along the lines of the previous case, shows that these three rules together
imply completeness in this case.

For #X > 6 more rules are needed. (For example, the rule given by Lemma 3.2.8
is not implied by any combination of the above — no two of the input relations
have any two points in common.)

In fact, it is not possible to give any finite set of rules in general, as the following
example illustrates.

Example. We construct a ternary set as follows. Let n € N\{0}. Let £,, = {0,1}"
be the set of sequences in {0, 1} of length n, and let ¥_,, = U"_1 Y. (Here these

m=0 —m:
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just serve as indexing sets.) Let X = X, be a set of 2" + 2 elements written
as a,b,c, {dy,e, | 0 € ¥,} and {p, | 0 € X, UX,}. If o has length 0, we write
p = p,. Let R be the set of relations of one of the following forms: p.a.b, a.b.d,,
b.c.ey, €5.dy.py for 0 € X, Poo-Po-Do1 for o € X, and finally x.x.y for all z,y € X.
(We are regarding z.y.z as equivalent to z.y.z.) Let R’ be R with the relation a.b.c
added.

One can check that (X, R’) is submedian (see below). However, (X, R) is not.
In fact, we claim that the relation a.b.c is a consequence of R.

To see this, suppose ¢ : (X, R) — I is a homomorphism. Write x|, z71 respec-
tively for ¢z = 0 and ¢z = 1. Suppose, for contradiction, that al, bT, ¢]. Now
a.b.d, gives d,T, b.c.e, gives e,l, and e,.d,.p, gives p,7T for all o € ¥,,. Now, by
backwards induction on the length of o, pyo.p,.po1 gives p,T for all o € ¥_,,. In
particular, pT. Now p.a.b gives the contradiction af. This proves the claim.

Of course, we can swap 1 and | in the above. However, any other assignment of 1
and | to a, b, ¢ does not, in itself, place any restriction on any p,. After considering
various cases, one can see that any assignment of 1T and | to any three points of
X not related by R’ extends to an assignment on all of X consistent with R’. By
Proposition 14.1.5, this then shows that (X, R') is submedian.

However, if Rqg C R is any proper subset, then the chain of reasoning is broken:
one can check that the assignment al, b1, c] can be extended to an assignment on
all of X consistent with R;.

In particular, it now follows that any proper subset of X (with the ternary
relation induced by R) is submedian.

The above example shows that the class of ternary sets which are not submedian
is not axiomatisable (in the first-order vocabulary with one ternary relation). This
follows by a standard argument of model theory. Suppose that S were a set of
first-order sentences which characterise such ternary sets. Given any ¢ € N, let 6;
be a sentence which asserts that any subset of cardinality at most ¢ is submedian.
Let 8" be S together with all the sentences #;. Now any finite subset of S’ has a
model, namely our example X, for large enough n. Thus, any finite subset of &’
is consistent, and so &’ is consistent. By the Model Existence Theorem, S’ has a
model. This is a ternary set which is not submedian, but every finite subset thereof
is submedian. This contradicts Proposition 14.1.5.

In particular, it follows that the property of being submedian is not finitely
axiomatisable.

14.2. Pretrees.

We now restrict to the rank-1 case. We first give another description of a rank-1
median algebra. The rank-1 hypothesis is equivalent to saying that every interval
is totally ordered by the relation <. Such spaces have been studied for some time
under a variety of different names. Here we will use the term median pretree.
They are typically formulated by a different set of axioms. Here is one version.
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Let T be a set equipped with a ternary relation, denoted a.b.c for a,b,c € T.
Consider the following properties:

(R1): (VYa,b,ceT) (a.b.c < c.b.a)

(R2): (Va,b€T) a.a.b

(R3): (Va,b,ceT) ((a.b.c & a.c.b) =b=c)

(R4): (Va,b,c,d € T) (a.b.c = a.b.d or d.b.c)

(R5): (Va,b,ceT)(3deT) (a.db & b.d.c & c.d.a)

Suppose that T is a rank-1 median algebra. Interpreting a.b.c as the induced
betweenness relation, one can easily check that properties (R1)—(R5) are satisfied.
(For (R4), set e = acd. Since [a,b] is totally ordered, we have either a.b.e.c or
a.e.b.c. In the former case (given a.e.d), we have a.b.e.d so a.b.d. In the latter case
(given c.e.d), we have c.b.e.d so d.b.c.)

Conversely, suppose that T satisfies (R1)—(R5). We claim that it admits a unique
structure as a rank-1 median algebra inducing the given betweenness relation.

We first make the following observations which are simple consequences of Prop-
erties (R1)—(R4). Suppose a,b,c,d € T. We have:

(Q1): ab.c & b.ed & b# c= a.b.cd,
(Q2): a.b.c & a.c.d= a.b.cd,
(Q3): a.b.d & a.c.d= (a.b.c.dor a.c.b.d).

We set set I(a,b) = {x € T'| a.x.b}. We need to check that the family {I(a,b)}qper
satisfies the axioms (I1)—(I4) of Subsection 4.1. Properties (I1) and (I2) are imme-
diate from (R1)-(R3), and Property (I3) follows form (Q3) above.

To verify (I4), we need to show that the point d given by (R5) is unique. So
suppose e were another such point. Now d,e € I(a,b), so by (Q3), we can assume
that a.d.e.b holds. Since d,e € I(a,c), we must have a.d.e.c (again using (Q3)).
Also, since d,e € I(b,c), we must have b.e.d.c. Now d.e.c & e.d.c gives d = e as
required.

Theorem 4.1.1 now tells us that T" has the structure of a median algebra, with
[a,b] = I(a,b). Moreover T must have rank 1, since intervals are totally ordered
by the above. (More directly, any 2-cube, {a,b, c,d} would violate axiom (R4).)

In summary, this shows that axioms (R1)—(R5) give us an equivalent formulation
of the notion of a rank-1 median algebra.

More generally, we have the following notion.

Definition. A pretree is a set equipped with a ternary relation satisfying (R1)-
(R4) above.

Clearly any subset of a pretree is a pretree with the induced ternary relation. In
fact, any pretree arises in a canonical way as a subset of a median pretree. One
statement of this is as follows.
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Suppose that T is a median pretree, and that P C T. Consider the following
properties.

(T1): If x € T, then there exist a,b,c € P with = = abc.
(T2): If z,y € T are distinct, then [z, ylr N P # .

We claim:

Proposition 14.2.1. Let P be a pretree. Then we can embed P as subset of a
median pretree T, satisfying (T1) and (T2), such that if a,b,c € P, then a.b.c
holds in P if and only if a.b.c holds in T'.

Moreover, if T' O P is another such median pretree, then there is a unique
isomorphism from T to T' fizing P.

Note that if P is finite or countable, then (by (T1)) so is 7'

We first consider the case of a finite pretree, II. (This will also serve to illustrate
a more general construction in Subsection 23.4.)

Given a,b € II, write [a,b] = [a,bly = {z € II | a.x.b}. We say that a,b are
adjacent if [a,b] = {a,b}. Applying (Q1) and (Q2), we see that, in general, we
have [a,b] = {ag, a1,...,a,}, where ag = a, a, = b, ag.ay.- - .a, and a; is adjacent
to a;;1 for all . Conversely, suppose we have ag, ay, ..., a, € II such that for all
i, a; is adjacent to a;41; but not to a;12. Then (applying also (Q3)) we see that
ap.aj.- - - .a, holds and that [a,b] = {ag, a1, ...,a,}.

Let I' = I'(IT) be the adjacency graph; that is, it has vertex set II and edges
determined by adjacency. From the above, we see that I' is connected. Let B be
the set of all maximal cliques of I'. ' We construct a bipartite graph, © = ©(II),
with vertex set, V(©) = IIUB, and with a € Il deemed adjacent to B € Bifa € B.
From the above, one sees that © has no embedded cycles. In other words, © is
a finite simplicial tree. As such, V(©) has the structure of a median pretree and
induces the original pretree structure on Il. (This median pretree almost proves
the existence part of Proposition 14.2.1 in the finite case, though we would we
would need to remove the degree-2 vertices of V(0) \ II in order to satisfy (T1).
However, in the argument that follows, we will leave © as it is.)

Remark. We see, in fact, that the elements of B are precisely the “blocks” of T';
that is, the maximal 2-vertex-connected subgraphs. For any connected graph, one
can similarly define a bipartite tree from the set of blocks. If the blocks are all
complete graphs, as in our case, the graph is called a block graph. Such a graph
is an example of a “quasimedian graph”, to be defined in Subsection 23.1. To any
quasimedian graph one can canonically associate a median graph (see Theorem
23.4.11), which in our case is precisely the bipartite tree.

Suppose II" C II is a non-empty subset. Then we have a retraction O(II) —
O(IT"). This is obtained, first by collapsing every edge of O(II) disjoint from IT',
and then collapsing those edges which are incident on degree-1 vertices which do
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not lie in II". Note that the induced map on vertex sets, V(O(Il)) — V(O(IT")),
is a median homomorphism which restricts to the identity on IT'.

We now move on to the existence part of Proposition 14.2.1 in the general case.

Let P be any pretree. Let A be the set of all finite subsets of P. To any A € A
we can associate a bipartite tree, ©(A), taking the induced pretree structure on
A. To avoid ambiguity, given any a € A, we will write ay € V(©(A)) for the
corresponding vertex of ©(A). Note that if A C B € A, then we have a retraction
O(B) — O(A).

We define a relation, ~, on the set of ordered triples, 7 (P) by setting (a, b, c) ~
(@', V', ) to mean that apbsca = a/yb'scy forall A € Awith a,b,c,d’,b',¢ € A. This
is an equivalence relation on P? (since aabaca = a/yb/sc, implies agbpcp = agblzdy
for any B O A). We write [(a, b, ¢)] for the equivalence class of (a,b,c). (Note that
(a,b,c) ~ (b,a,c) ~ (b,c,a), so the order of the entries is unimportant.) We write
T = T(P) = P3/~ for the quotient space.

Given z € T, let A(x) be the set of A € A such that = [(a,b,c)] for some
a,b,c € A. In this case, we write x4 = asbscs. This is well defined by the
definition of ~. If X C T, we write A(X) = (,cx A(2).

Given a € P, let ar = [(a,a,a)] € T. This gives us an injective map, [a — ar] :
P — T. Note that (ar)a = asasas = as. Also, A(ar) ={A€ A|ac A}.

Note that by construction, if a,b,c € A € A, then a.b.c holds in P if and only if
as.ba.cq holds in ©(A). For later reference, we note:

Lemma 14.2.2. Suppose v € T, A € A(z) and x4 = dy for some d € P. Then
r = dT-

Proof. Let x = [(a,b,c)] with a,b,c € A. Now as.da.ba, ba.da.ca and ca.dy.as
all hold in ©(A), so a.d.b, b.d.c and c.d.a hold in P, so ag.dg.bp, bg.dg.cg and
cp.dp.ap hold for any B € A with a,b,c,d € B. It follows that (d,d,d) ~ (a,b,c),
and so dr = [(d,d,d)] = [(a, b, c)] = x. O

We now define a ternary relation on 7" by writing x.y.z to mean that x4.y4.24
holds in ©(A) for all A € A({z,y,z}). Note that if a,b,c € P, then a.b.c holds in
P if and only if ar.byr.cr holds in T

Taking the contrapositive, if x,y, z € T fails, then there is some A € A({z,y, 2})
for which x4.y4.24 fails. Moreover, if B € A with A C B, then zg.yg.zp also fails
(since the retraction O(B) — ©O(A) is a median homomorphism). We see that we
can take A € A({z,y, z}) above to contain any given finite subset of P.

Lemma 14.2.3. With the above ternary relation, T is a median pretree.

Proof. We need to verify properties (R1)-(R5). Properties (R1)-(R3) are immedi-
ate from the corresponding statements for ©(A) for all A € A.

To verify (R4), suppose for contradiction that x,y, z,w € T with z.y.z, but that
r.y.w and w.y.z both fail. Therefore x4.y4.w4 and wp.yg.zg both fail for some
ABe A Let C = AUB € A. Then zc.yc.we and we.yc.zc both fail, but
zc.yc.zc holds, contradicting (R4) for ©(C).
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To verify (R5), let z,y,z € T. We want to find some w € T, such that z.w.y,
yw.z and z.w.x all hold. We can suppose that none of the relations z.y.z, y.z.x
or z.z.y hold. Thus, there is some A € A({z,y, z}) for which 4.ya.24, Ya.24.74
and z4.x4.ya all fail. We have x4 = ala%a®, ya = bY040%, and z4 = chcicd
where a', b, ck € A for all 7,7, k. Let m = z4ya24 in ©(A). Since O(A) is a tree,
one can certainly find 4, j, k so that m.x4.ay, m.yA.bi1 and m.z.cf all hold. Write
a=a', b=V and ¢c = c*, and set w = [(a,b,c)] € T. By definition, we have
wa = agbaca = m in O(A), and 80 wa.x4.a4, Wa.Ys.ba and wy.z4.c4 all hold in
O(A). Therefore, wg = Tayaza.

We claim that z.w.y holds in 7. For if not, there is some B € A for which
rp.wp.yp fails. We can assume that A C B. By definition of w, we have
wp = apbpcp in O(B). Since O(B) is a tree, we see easily that we must have
either ap.wp.xp or bg.wp.yp (or both). Without loss of generality, we can assume
agp.wg.xg. Since A C B, we then get as.wa.x4. Together with wa.x4.a4, this
implies w4 = 4. But now y4.wa.24, so we get ya4.x4.24, contradicting an earlier
assumption. This shows that z.w.y holds as claimed.

Similarly, we have y.w.z and z.w.z. This proves (R5). O

We can now use the usual notation for medians in 7.

Lemma 14.2.4. Suppose x,y € T are distinct. Then there is some ¢ € P with
x.cr.y.

Proof. Since x # y, there is some A € A({x,y,z}) with 24 # ya. Since O(A) is
a tree, we can find a,b € A with as.2x4.y4.b4. Moreover, since ©(A) is bipartite,
there is some ¢ € A with xz4.c4.ya. Thus, a4.c4.b4, and so a.c.b holds in P.

We claim that x.cy.y holds in T. For if not, there is some B € A for which
xrp.cg.yp fails. We can assume that A C B. Now ap.cg.bg holds, so (since ©(B)
is a tree) we see easily that either ag.cg.xp or yg.cg.bp (or both) hold in ©(B).
These respectively imply a4.c4.x4 or y4.ca.ba. Given as.x4.c4.y4.b4, these in turn
imply x4 = ca or y4 = bs. Lemma 14.2.2 now gives x = ¢ or y = cr. Either way,
we have z.cr.y (formally a contradiction) proving the claim. U

Now if a,b,c € P, then a.b.c hold in P if and only if a4.b4.c4 holds in ©(A) for
all A € A with a,b,c € A, which in turn holds if and only if ar.by.cy holds in T

Also note that if z = [(a,b,c)] € T, then x4 = aasbacy for all A € A, and so
r = arbrer in T.

We can now identify a with ar for all a € II, so that P C T', and T induces the
original ternary relation on P. In view of the above, we see:

Lemma 14.2.5. P C T satisfies properties (T1) and (T2).

This proves the existence part of Proposition 14.2.1. For uniqueness, suppose
conversely that P C T satisfies (T1) and (T2). The following observations are
simple consequences of the fact that any finite subset of T" embeds in the vertex
set of a finite simplicial tree.
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Suppose a, as, az, by, by, b3, ¢ € P. Let x = ajasaz and y = bibybs. Then x.c.y
holds in 7" if and only if there exist ¢ # j and k # [ such that a;.c.by, a;.c.b;, a;j.c.by
and a;.c.b; all hold in P. Also, by (T2), if z,y € T'\ P, then x # y if and only if
there is some d € P with x.d.y. Note that all the above are all recognisable in P.

Suppose that z,y € T and z € T'\ P. Then z.z.y fails in T if and only if there
is some d € P with z.d.z and y.d.z. (Take d so that z.d.zyz by (T2).)

Now suppose that 7" O P also satisfies (T1) and (T2). If ay, as, as, by, by, b3 € P,
then ajasaz = b1bsbs holds in T if and only if it holds in 7”. In view of (T1), this
gives a bijection between T and T”, fixing P. From the previous paragraph, this
respects the ternary relation, and is therefore a median isomorphism. It is clearly
the unique such isomorphism.

This completes the proof of Proposition 14.2.1.

15. R-TREES

The notion of an R-tree was introduced in [MoS]. It has since become a central
notion in geometric group theory.

Here we set some of the basic ideas in the context of median metric spaces.
We go on to show that any finitely colourable median metric space isometrically
embeds into a direct product of R-trees, and complete the proof of Lemma 13.3.5.
We also give a brief account of Guirardel cores at the end of the section.

15.1. Characterisations of R-trees.
There are many equivalent ways of defining a R-tree. For example:
Definition. An R-tree is a connected median metric space of rank 1.

We will relate this to some more common descriptions below. (See Lemmas
15.1.2 and 15.1.4.) First we make a few basic observations.

Let (T, p) be an R-tree. Let a,b € T. By Lemma 13.3.3, [a,b] C T is isometric
to the real interval [0, p(a,b)]. By Lemma 12.7.2, [a, b] is the unique topological arc
in T from a to b. Note that it follows that any connected subset of T is convex,
and intrinsically an R-tree. We also note that T" is a “median pretree”, that is, it
satisfies the axioms (R1)—-(R5) given in Subsection 14.2. Also, by Lemma 13.2.6,
the metric completion of an R-tree is an R-tree (though one can give more direct
proofs of this, for example, using Lemma 15.1.4 below).

Here is a basic construction that can be used to simplify arguments about R-
trees.

Let T be an R-tree, and let A C T be a finite subset. Let II = (4) C T, and
let A(II) be its realisation. Then A(II) is a simplicial tree, with edge set naturally
identified with W(II). In fact, if W € W(II), then £(W) (as defined in Subsection
11.5) consists of a single 1-cell, {c, d}, of II, and we set w(W) = p(c,d) to be the
width of W. In this way, we can put a median metric on A(II) as described in
Subsection 13.1, so that the edge of A(II) with endpoints {¢,d} is isometric to
[0, p(c,d)] € R. This is also isometric to [¢, d|r, so combining these identifications,
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we get a natural map of A(II) into 7" which is an isometry on each edge. In fact,
this map of A(II) is an isometric embedding. To see this, note that if a,b € II,
then [a, b]aam is by construction isometric to [0, p(a, b)] and so also to [a, bly. We
also see that A(IT) C T is precisely the join, J(A), of A in T. By Proposition
8.2.3, hull(A) = J(A) (though of course, this can be seen much more directly, in
this case). In summary, we have shown:

Lemma 15.1.1. Let T be an R-tree, and let A C T be finite. Then hull(A) can be
naturally identified with the simplicial tree, A((A)), with vertex set (A) C T.

(See Proposition 17.4.1 for a related result in a more general setting.)
Here is an equivalent formulation of the notion of an R-tree.

Lemma 15.1.2. Let T be a metric space. Then T is an R-tree if and only if for all
a,b € T there is a unique topological arc inT from a to b, and this arc is isometric
to a real interval.

Proof. We have already seen than any R-tree satisfies these conditions.

Conversely, suppose that (T, p) is any metric space with this property.

Given a,b € T, we write I(a,b) for the unique arc between them. Since this is
isometric to a real interval, we must have I(a,b) C [a,b], := {z € T | p(a,b) =
pla,z) + p(x,b)}. Now T contains no topologically embedded circle. From this,
one can see easily that if a,b,c € T, then I(a,b) N I(b,c) N I(c,a) = {d} for some
d € T. It now follows that if ¢ € [a,b],, then I(a,b) = I(a,c) U I(b,c), and so in
that case ¢ = d. In other words [a,b], = I(a,b). Therefore, T is a median metric
space, and [a,b] = [a,b],. From this it follows that 7" has rank 1. By definition, T
is an R-tree. U

Another characterisation of R-trees arises from the following.

Definition. A metric space (M, p) is weakly 0-hyperbolic if it satisfies:
(FP): For all a,b,c,d € M, we have:

pa,b) + p(c, d) < max{p(a,c) + p(b, d), p(a,d) + p(b, ) }.

We refer to (FP) as the “four-point condition”. It can be equivalently expressed
by the saying that the largest two of the three “distance sums”, p(a,b) + p(c,d),
pla,c) + p(b,d) and p(a,d) + p(b, c) are equal.

It can also expressed in terms of Gromov products (as defined in Subsection 13.2).
Namely, a metric space is weakly O-hyperbolic if and only if for all a,b,c,p € M,
we have

{a,b:p) > min{(a,c: p), (b,c:p)}.

Remark. We use the term “weakly” because “hyperbolic” is usually taken to
imply that the space is also a geodesic space, which we are not generally assuming
here. See Subsection 24.1 for more discussion of this.
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It is easily seen that any R-tree is (weakly) O-hyperbolic. (For example, by
Lemma 15.1.1, it is sufficient to check this for a simplicial tree with at most four
extreme points.)

Lemma 15.1.3. Any weakly 0-hyperbolic metric space isometrically embeds into
an R-tree.

Proof. This is a well known standard result, and we only outline the argument.

Let M be weakly O-hyperbolic, and fix any basepoint, p € M. Given any a € M,
let I(a) be a copy of the real interval, [0, p(a,p)], let let D = ||, ., I(a). We
have a natural map, o : D — [0,00), such that o|I(a) is the identification I(a)
with [0, p(a,p)]. Given a € M, write a € I(a) for the final point of I(a). Thus
o(a) = p(a,p). Note that I(p) = {p}.

We now define a relation, ~, on D, by writing z ~ y to mean that o(z) =
o(y) < {a,b: p), where z € I(a) and y € I(b). This is clearly symmetric. Since
(a,a : p) = p(a,p), we have x ~ z. Moreover, from (FP) (formulated in terms of
Gromov products) we see that ~ is transitive. Thus, ~ is an equivalence relation,
and we write "= D/~. In other words, for each a, b, we have identified the initial
segments of I(a) and I(b) corresponding to [0, (a,b : p)]. Note that the initial
points of these intervals all get identified so some basepoint of T'.

Suppose that A C T is finite. We can perform the above construction restricting
to the set AU {p} € T. In other words, we can set D(A) = ||,.,(a), and
let T(A) = D(A)/~ C T. In this case, T(A) is combinatorially a simplicial tree.
Therefore, if we are only considering a finite number of points at any given moment,
we can pretend we are in a simiplicial tree. This makes the observations below more
transparent.

Let z,y € T. Choose representatives @’ € I(a) and y' € I(b), and set p(z,y) =
o)+ o(y') —2{a,b: p) > 0. One checks that this is well defined, and that p is a
metric on 7. (We only need to consider finitely many intervals, I(a), at a time, so
we can pretend we are in a simplicial tree.)

Given z,y € T, we again choose representatives, z’,y" € D, as above. Then
z,y € T({a,b}) C T, and we let J(z,y) C T({a,b}) be the arc between them in
T({a,b}). This gives us an arc, J(z,y) € T. This is again independent of the
choice of 2/,y'. In fact, one checks that J(z,y) = [x,y];. Moreover, if z,y,z € T,
then #(J(x,y) N J(y,2) N J(z,2)) = 1. (Again, we only really need to check this
holds in a simplicial tree.) It follows that (7, p) is an R-tree.

Finally, given a € M, let a be the image of a € D, in T. We check that the map
l[a— a] : M — T is an isometric embedding. O

Remark. In the above, we only used the four-point property for some fixed p € T,
so we could weaken the quantification to say that there exists p € M, such that
the inequality holds for all a,b,c € M.

As we have noted, any connected subset of an R-tree is an R-tree. We therefore
arrive at the following well known characterisation:
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Lemma 15.1.4. A metric space is an R-tree if and only if it is connected and
weakly 0-hyperbolic.

(This gives a much easier way of seeing that the metric completion of an R-tree
is an R-tree.)

In particular, an R-tree is a geodesic weakly O-hyperbolic metric space. This last
condition is (equivalent to) the standard notion of a “O-hyperbolic space” (that is,
a “k-hyperbolic space” with k& = 0). This will be discussed further in Subsection
24.1.

15.2. Boundaries of R-trees.

For future reference, we note that an R-tree has associated with it a boundary
0T, which can be defined in a number of equivalent ways. For example, it is the
set of equivalence classes of rays in T' (that is, isometrically embedded copies of
[0,00)), where two rays are deemed equivalent of they intersect in another ray. One
can put a natural hausdorff topology on T"U 9T'. This is an example of a much
more general construction of the boundary of a Gromov hyperbolic space as well as
that of a CAT(0) space — these two constructions agree in the case of an R-tree.

In the case of a simplicial tree, 0T can be canonically identified with the Roller
boundary, OgT. However the canonical topology on T'U 9T is not in general
compact, and so may differ from the compact topology on T"U9gT as described by
Lemma 12.6.2. We have only defined the Roller boundary here for discrete median
algebras, though there is a more general notion (see for example, [Fi3]). For a
general R-tree, dT and OrT may differ.

15.3. Embedding in products of R-trees.

In what follows, it will be convenient to also allow for pseudometrics. Recall
that, given any pseudometric space, (M, p), we can define an equivalence relation,
~, on M by writing  ~ y to mean that p(z,y) = 0. The quotient, M/~ is then
naturally a metric space called the hausdorffification of M. (Here we imagine
the pseudometric as inducing a non-hausdorff topology on M.) We say that (M, p)
is a “0-hyperbolic pseudometric space” if it satisfies the four-point condition (FP)
for all quadruples of points of M. In this case, the hausdorffification will be a
weakly 0-hyperbolic metric space.

Recall the notion of v-colourability from Subsection 8.3. Any R-tree is 1-
colourable (since no pair of walls cross) and so a direct product of v R-trees is
v-colourable. So also is any subalgebra of such a product. Conversely, we have:

Proposition 15.3.1. A v-colourable median metric space isometrically embeds
into an I* product of v R-trees.

As noted earlier, such an embedding is necessarily a median monomorphism.

Proof. Let (M, p) be v-colourable.
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Our aim is to write p = Y ._, p;, where each p; is a 0-hyperbolic pseudometric
on M. Given this, we can then let M; be the hausdorffification of (M, p;). This is
a 0-hyperbolic metric space, so by Lemma 15.1.3, it isometrically embeds into an
R-tree, T;. We now embed M into M" via the diagonal map. We then postcompose
this with the direct product of the respective hausdorffifications, to give us map
into []_, M;. We further postcompose by the product of the embeddings into
[1;_, T;. This then proves the result.

To decompose the metric in this way, we use a compactness argument. Let
D = T1, 40, p(a, b)] be a direct product of compact real intervals. By Tychonoff’s
Theorem, D is compact in the product topology. Given ¢ € D, we get a map,
o : M? — [0,00), where o(a,b) is the (a,b)-coordinate of 0. We think of o as
defining a distance on M, with o(a,b) < p(a,b) for all a,b.

Let A be the set of finite subalgebras of M. Given II € A, let P(II) C D be the
set of 0 € D such that ¢|II? is a O-hyperbolic pseudometric on IT. Thus P(II) is
closed in D. Let R(IT) C (P(I1))” € D" be the set of (p1,...,p,) € (P(II))” such
that 7 | pi(z,y) = p(z,y) for all z,y € II. Then R(II) is a closed subset of D".

We claim that (R(II))pea has the finite intersection property. Note that if
IIy,..., I, € A, then IT := (I, U--- UIL,) € A, and that R(II) C N, R(II;). To
verify the claim, it is therefore sufficient to show that R(IT) # @ for all II € A.

Now I is itself v-colourable. In other words, we can write W(II) = Wi L. - -UW,,
such that if W, W' € W, then W i W’. Given W € W(II), let w(W) be the width
of WinIl. Given z,y € II, write p; n(z,y) = > {w(W) | W € WinW(z,y)}. Thus,
p(x,y) => 7, pin(z,y). Now since no walls of W cross, it is easy to see that p;
is a O0-hyperbolic pseudometric on II. (The hausdorffification of (II, p; 1) is a finite
rank-1 median metric space, hence the vertex set of a simplicial tree.) Defining
pin arbitrarily elsewhere, see that p;; € P(II). Therefore (p11,...,pon) € R(II).
In particular, R(IT) # &, as claimed.

Now by Tychonoff’s Theorem, we have (., R(II) # @. Let (p1,...,p,) €
Nites RT). Then, p; € Nyeq P(I), and Y°7 1 pi = p.

We claim that p; is a O-hyperbolic pseudometric on M. To see this, it is enough
to note that any finite subset, A, we have p; € P((A)). By definition, this means
that p;|P((A)) is a 0-hyperbolic pseudometric. In this way we readily verify the
pseudometric space axioms and the four-point property for p;.

As explained in the first paragraph, the result now follows. Il

Remark. In the above proof, we only used the fact that any finite subalgebra of
M is v-colourable. It can therefore be used to give another, though less direct,
proof of Lemma 8.3.1.

Remark. A related but different embedding theorem can be found in [Bo4]. The
hypotheses there are weaker in assuming we just have a lipschitz median algebra,
but stronger in assuming that any two points are connected by a uniformly lipschitz
path.

We can now use this to prove Lemma 13.3.5.
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Proof of Lemma 13.3.5. Let M be a median metric space, and let a,b € M with
rank([a, b]) = v < co. By Lemma 8.3.2, [a, b] is v-colourable, and so by Proposition
15.3.1, it isometrically embeds into an I product of v R-trees. Now its image lies
in the interval between the images of @ and b. This interval is a product of v real
intervals. U

(Of course, one could apply the compactness argument in the proof of Proposition
15.3.1 more directly in this case.)

15.4. Guirardel cores.

An important example of a subalgebra of a product of (two) R-trees is the
Guirardel core. Before discussing this, we note that we can easily describe the
walls of an R-tree.

To this end, let T" rank-1 median algebra and let p € T'. We define a relation, ~,
on T'\ {p} by writing = ¢ y if z.p.y. It is easily checked that ~ is an equivalence
relation. A branch of T based at p is an equivalence class. If B is a branch, then
it is also easily checked that T"and 7'\ B are both convex, so {B, T\ B} is a wall.

If T is an R-tree then every wall arises in this way. To see this, suppose W =
{W=, Wt} e W(T). Choose any a € W~ and b € W. Now {[a,b] N W, [a,b] N
W} is a wall of the real interval [a,b]. Therefore, up to swapping a, b, we have
[a,b] N W™ = [a,c) and [a,b] N WT = [c,b] for some ¢ € [a,b]. Thus W~ is the
preimage of [a, ¢) under the gate map to [a, b], which is easily seen to be a branch
of T based at c¢. Note also, in this case, a branch based at p could equivalently be
defined as a connected component of 7"\ {p}.

We also note that a branch, B, of T determines a (possibly empty) subset,
0B C JT, given by all rays which (eventually) lie in B.

The Guirardel core is an instance of a much more general construction, which
we describe first.

Let M, My be median algebras, and let M = M; x M. Let B; C P(M;) be
a set of subsets of M; whose complements in M; are convex. Let C C B; x By
be any subset, and let M(C) = M \ U, p,jcc(B1 X B2). We claim that M (C)
is a subalgebra of M. To see this, suppose a,b,c € M with abc ¢ M(C). Then
abc € By X By for some (By, By) € C. Writing a = (a1, as) etc, we have a;bic; € By
and asbycs € By. Now M; \ B; is convex, so at least two of a;,b;,¢; lie in B;.
Without loss of generality, we have a; € By and ay € By. Thus, a € By X Bs, so
a ¢ M(C). This proves the claim.

Now suppose we have isometric actions of the same group, I', on two R-trees,
Ty and T,. We now let B; be the set of all branches of T} at all points of T;. Let
(B1,By) € By x By. Let (p1,p2) € Ty x Ty. We deem (By, By) to lie in C if for
any sequence of elements (g;);en such that ¢g;p; € By and ¢;p2 € By for all 4, then
either g;p; is bounded or g;ps is bounded. (This is independent of the choice of
(p1,p2).) Then M(C) is the Guirardel core of this pair of actions (at least in
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the case where it is non-empty). This construction has many applications as we
mention in the Notes to this section.

16. MEDIAN GRAPHS

This section can be thought of as a continuation of the discussion of discrete
median algebras in Section 11, though we approach it from a graph-theoretical
viewpoint. Some of the definitions below repeat, or reinterpret, earlier ones. We
will see that they are consistent where they overlap. The more general notion of a
“quasimedian graph” will be the topic of Section 23.

We will give a number of characterisations of a median graph. In particular, it
is the adjacency graph of a discrete median algebra (Lemma 16.1.2). It can also
be thought of as the 1-skeleton of a CCAT(0) cube complex (Proposition 16.3.1):
a subject we will return to in Sections 17 and 18. One of the main results here
(due to Chepoi) is that it can also be described by a local property, together with
a “simple connectedness” assumption (Theorem 16.2.3).

16.1. Characterisations of median and modular graphs.

Let I" be a connected graph. (By default, all graphs we consider in this section
will be connected.) We assume that I' has no loops or multiple edges. We write
V(T") and E(T") for the vertex and edge sets. A path of length n from a to b in
V(I') is a sequence of vertices, a = ag, ay, ..., a, = b, such that a;, ;41 are adjacent
for all 7. We will typically denote it by aga; ... a,, omitting the commas. We refer
to a and b as the #nitial and terminal vertices. We say that a emanates from
a and terminates at b. We say that « is geodesic if n is minimal. In this case,
we write p(a,b) = pr(a,b) = n. Thus p is a metric on V(I'): the combinatorial
metric.

Given a,b,c € V(I'), we write a.c.b to mean that p(a,b) = p(a,c) + p(c,b). In
other words, ¢ lies on some geodesic from a to b. We write [a,b], = {x € V(I') |
a.z.b}. Given a,b,c € V(I'), let

Med(a, b, c) = [a,b], N [b,c], N [c,al,.

An element of Med(a, b, ¢) is called a median of a, b, c.

As usual, we write x;.29. - - - .2, to mean that x;.z;.2; holds whenever ¢ < 5 < k.
As with any metric space, we have a linear interpolation rule (similarly as for a
median algebra as discussed in Subsection 3.2).

An n-cycle in I' is a closed path (i.e. with ay = a,). (We do not, in general,
assume that a cycle is embedded.) We say that I' is bipartite if all cycles have even
length. This is equivalent to saying that V(I") can be partitioned into two subsets
such that no two vertices in the same subset are adjacent (i.e. it is 2-colourable).
This is in turn equivalent to saying that p(a,b) + p(b,c) + p(c,a) is even for all
a,b,c e V(I).

Definition. We say that I' is modular if Med(a,b, c) # @ for all a,b,c € V(T').
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Note that if Med(a, b, c) # @, then p(a,b) + p(b, c) + p(c,a) is even. We deduce
that any modular graph is bipartite.

Definition. We say that T" is median if # Med(a,b,c) =1 for all a,b,c € V(T).

In other words, (V(I'), p) is a median metric space.

There are many ways of characterising median graphs (see for example, [KlaM,
Chep2]). We begin with the following observation.

We write Ks3 for the complete bipartite graph. In other words, it has five
vertices, x1, T2, T3, M1, Ms, and six edges connecting x; to m; for all ¢, j. Note that
a median graph cannot contain a (subgraph isomorphic to) Ky3. (Since, in that
case, my, my € Med(x1, 25, x3).) In fact we have:

Lemma 16.1.1. A modular graph which contains no K3 is median.

Proof. Let I' be modular and contain no Ksy3. Suppose for contradiction, that
there exist xy, 9,23 € V(I') with distinct m, m’ € Med(z1,x2,23). Among all
possibilities for z1, g, x3, m, m’, we choose one such that p(m,m’) > 0 is minimal.

Choose y; € Med(z;, m,m’). Note that for all i # j, we have z;.y;. m.y;.x; (by
the linear interpolation rule for graphs mentioned above), so m € Med(y1, y2, y3)-
Similarly m" € Med(y;, y2, y3).

Now y1.m.ys, y1.m'.y2, m.y;.m" and m.yo.m’. From this, it follows that p(y;, m) =
p(y2,m') and p(y;,m') = p(y2,m) (cf. Lemma 13.2.3). Similarly, p(y2,m) =
p(y?nm/)v p(y2am/) = p(yi’nm) and P(y?,,m) = p(ylam,)v p<y37m/) = p(ylam) In
other words, there is some p > 0 such that p(y;, m) = p(y;,m’') = p for all i. Also,
p(m,m') = 2p and p(y;,y;) = 2p for all i # j. We must have p > 2 (otherwise
Y1, Y2, Y3, m, m’ would be the vertex set of a Ky 3).

Now let z, 2" € V(I') be adjacent to ys, with p(z,m) = p(2’,m') = p — 1. Thus,
m.z.ys.2'.m'. Choose some w € Med(yi, z, 2') and w’ € Med(ys, 2, 2"). Then w and
w" are both adjacent to both z and 2. In fact, w = w' (otherwise w,w’, ys, z, 2’
would be the vertex set of a K3 3). Note that m.z.w.2".m’, so p(w,m) = p(w,m’) =
p- Also p(y1, w) = p(y2, w) = 2p — 2.

Now choose m” € Med(w, y1,y2), so z.w.m”.y; and z.w.m".ys. Now p(y1,m") =
p(y2, m") = p, and p(w, m”) = p—2. In particular, m” # m. Also, p(z,m") = p—1.
Recall that p(y1,m) = p(y2,m) = p and that p(yi,y2) = 2p. Also, p(z,y1) =
p(z,y2) = 2p—1. It follows that m, m” € Med(y1, y2, 2). But p(m,m”) < p(m, z)+
p(z,m") <2p—2 < 2p = p(m,m’) contradicting minimality. O

Next, we relate median graphs to discrete median algebras. This is relatively
straightforward.

Let I' be a median graph, and write II = V(I'). By definition, II is a median
metric space, hence a median algebra. We can recover I' = I'(II) as the graph with
vertex set I and with adjacency determined by adjacency in II. (This has already
been defined in Subsection 5.1, and mentioned again in Subsection 11.4.)

We claim that I is discrete. To see that, let a,b € II, and let a = aq,...,a, =0
be any path between them. For any ¢, a;_; and a; determine a wall, W; € W(II)
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such that W(a;—1,a;) = {W;}. Then W(a,b) C {Wi,...,W,}. In particular,
W(a,b) is finite. Therefore, [a, b] is finite (see Corollary 3.2.14).
In summary, we have shown:

Lemma 16.1.2. A graph I is median if and only if it has the form I' = T'(Il) for
a discrete median algebra, 11.

We finish this subsection with another characterisation of modular graphs, namely
Proposition 16.1.3.

Let T" be a connected graph. Let p € V(I') be some basepoint. Suppose a,b €
V(T') with p(p,a) = p(p,b) and p(a,b) = 2. Then d € Med(a, b, c) if and only if
d is adjacent to both a and b, and p(p,d) = p(p,a) — 1. Thus, if T is modular,
then d always exists. If I' is median, then it is also unique. (This accords with the
notation introduced in Subsection 3.2 for a median algebra.)

Consider the following condition on I' with respect to p:

(o(p)): Suppose a,b,c € V(I') with a,b distinct, both adjacent to ¢, and with
p(p,a) = p(p,b) = p(a,c) — 1. Then there is some d € V(I'), adjacent to both a
and b and with p(p,d) = p(p, c) — 2.

(If I' has no embedded K» 3, then d will be unique, though we are not assuming
that for the moment.)

We will say that T' “satisfies (¢)” if (¢(p)) holds for all p € V(T).

(Note that this is precisely the conclusion of Lemma 11.3.4, for the adjacency
graph associated with a discrete median algebra.)

Proposition 16.1.3. A connected graph is modular if and only if it is bipartite
and satisfies ().

Proof. We have already observed that the “only if” implication holds. So we assume
that I" is a connected bipartite graph satisfying (¢). Let x,y,z € V(I'). We want
to show that Med(x,y, z) # @.

To this end, choose a € V(I') so as to minimise p(z,a) + p(y,a) + p(z,a). Write
k= p(x,a), l = p(y,a) and m = p(z,a). We claim that p(z,y) =k + 1, p(y,2) =
[+ m and p(z,x) =m+ k.

Suppose for contradiction that p(z,y) < k+1. Let yoy; ...y be a geodesic from
Yo := a to y; := y. Let ¢ be minimal such that p(z,y;) < k 4 i. Thus, i > 0.
Now p(x,y;—1) = k + i — 1. Since I' is bipartite, we have p(z,vy;) = k + 1 — 2.
Suppose that ¢ > 2. Then p(z,y,—2) = p(x,y;) = k + ¢ — 2. Applying (o(z)),
there is some d € V(I') adjacent to both y; and y,_o with p(x,d) = k47 — 3.
We now replace y;.1 with d to give another geodesic from a to y. This time,
pla,y;—1) < k+ i — 1. Continuing inductively in this manner, we arrive at a
geodesic for which p(x,y1) =k+1—-2=Fk —1. (If i = 1 to begin with, we would
also have p(z,y1) = k — 1.) Now p(y,y1) =1 — 1 and p(z,y1) < m + 1. Therefore
plx,y1) + p(y, 1) + p(z,91) < k+1+m — 1, contradicting the choice of a.
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We conclude that p(x,y) = k+1[. Similarly, p(y,2) =+ m and p(z,2) = m+k,
and so a € Med(z,y, z). O

16.2. Equivalence with CAT(0) cube complexes.

Next, we give another description of median graphs which will relate them to
CAT(0) cube complexes as discussed at the end of this section.

First, we make a few more definitions regarding a general connected graph, I.

Let G C T be a connected subgraph. Note that the inclusion map is 1-lipschitz
with respect to the metrics pg and pr. We say that G is full if every edge of T’
with endpoints in G lies in F(G). We say that G is isometrically embedded if
the inclusion (G, pg) < (L', pr) is an isometric embedding. Note that this implies
that G is full.

A square in I' is a full embedded 4-cycle viewed as a subgraph of I'. Clearly,
any square is isometrically embedded. (Note that if I" is has no 3-cycles, then every
4-cycle is full.) We write S(I") for the set of all squares in I'.

Definition. A square structure on I' is a set S C S(I'), of squares of I'. A
square complex consists of a graph, I', together with a square structure.

Remark. In fact, for most purposes, we could instead deal just with the square
structure, S(I'), consisting of all squares of I, so that it becomes an intrinsic feature
of I'. However, we may as well deal with the more general case, since it does not
add any significant complications to the argument.

We will also refer to a path of length 4, say xoxizex314, as a “square” if rg = x4
and xg, 1, 9, r3 are all distinct. We view it as the same square as x1x2x31421 etc.
We can define moves on paths in I' similarly as for discrete median algebras in
Subsection 11.4. Namely we have moves:
(].) If a;—1 = Qjy1, WE replace A;—1, A5, Aj41 with ;1.
(1"): If b is adjacent to a;, then we replace a; by a;, b, a;.
(2): If there is some b € V(I') such that a;_1,a;,a;411,b is a square in S, (with b
antipodal to a;), we replace a; with b.

(Here, we are allowing an inverse of move (1), and we are reinterpreting a “2-cell”
as an element of S.)
Consider the following condition:

(S1): Any cycle can be reduced to a constant path by a finite sequence of moves
of type (1), (1') and type (2).

We note:

Lemma 16.2.1. Any graph which admits a square structure satisfying (S1) is
bipartite.
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Proof. Note that the above moves do not change the length of a cycle modulo 2,
and so every cycle has even length. O

As a converse, we have:

Lemma 16.2.2. Suppose I is a bipartite connected graph satisfying (o(p)) for some
p € V(I'). Then S(I') satisfies (S1).

Proof. Let a = apa .. .a, be a closed path with n > 0 (so a,, = ag). Let A(a) =
Y p(p,a;). Choose i so as to maximise p(p,a;). Since I' is bipartite, we have
p(p,ai_1) = p(p,air1) = p(p,a;)) — 1. If a;_1 = a;41, apply Move (1). If not,
let d = a;_1 A a;11 as given by (¢(p)), and apply Move (2) by replacing a; by d.
This reduces A(a). Continuing in this manner, we eventually arrive at a constant
path. O

(Note that we did not need Move (1) for this.)

Property (S1) has an obvious topological interpretation as follows.

Let T" be a graph with a square structure, S. Let A = A(T', S) be the 2-complex
with 1-skeleton I' obtained by gluing a disc (a “2-cell”) along its boundary to each
element of S. We can equip A with the CW topology (see below for a definition).
It is not hard to see that Property (S1) above is equivalent to asserting that A is
simply connected. We will not give a formal proof of this. It is not essential for
what we do here, since everything can be interpreted combinatorially.

(In fact, we could equivalently put other topologies on A. For example there is
the metric topology induced by giving each cell the structure of a unit euclidean
square. Again, S satisfies (S1) if and only if A is simply connected in this metric
topology. This can be viewed in terms of Dowker’s Theorem, [Do], as we will dis-
cuss in more detail in Subsection 17.2.)

We now consider additional properties of a square structure, S:
(S2): No two distinct elements of S meet in three distinct vertices.

Note that if I' contains no full subgraph isomorphic to Ks 3, then any square struc-
ture S satisfies (S2). Conversely, if S(I') satisfies (S2) then I' contains no full
K273.

Here is another condition.

A hexagon in I' is an embedded graph whose vertex set is a 6-cycle. (We do
not need to assume that it is isometrically embedded, though it will be in the main
cases of interest.)

Definition. A wheel in a square complex, (I',§), is an embedded subgraph, Q2 C
[, which consists of a hexagon, R = R(I') C Q (the rim of Q), with V(R) =
{ai, as, a3, ay, as, ag}, together with a seventh vertex h = h(Q2) € V() (the hub of
2) which is connected to each of ay,as, a5 € V(R) by three additional edges (the
spokes of Q). We assume that the three squares, {ay, as, as, h}, {as, as, a5, h} and
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{as,ag,a1,h} all lie in S. (Here, of course, the vertices a; are cyclically ordered
around the rim, with indices taken modulo 6.)

In other words, €2 is the union of three squares in &, meeting at a common
vertex, and with each pair sharing a common edge. Note that R(€2) and h(2) are
completely determined by (2.

Definition. We say that two wheels, Q and €’ are dual if R(Q2) = R(QY) = QN
and the spokes of €2 are disjoint from the spokes of €V'.

We see that 2 U €Y is a embedded subgraph isomorphic to a 3-cubical graph:
that is the adjacency graph, I'(Q), of a 3-cube Q. Note also that if (T',S) satisfies
(S2), then each wheel has at most one dual.

Consider the following property:

(S3): Every wheel has a dual.

In other words, we can complete every wheel to a 3-cubical graph.
Here is another characterisation of median graphs (see [Chep2]).

Theorem 16.2.3. A connected graph I" is median if and only if it admits a square
structure, S, satisfying (S1), (S2) and (S3). In this case, S = S(I').

The “only if” part of Theorem 16.2.3 has already been established, and only calls
for brief comment. Suppose I' is a median graph. By Lemma 16.1.2, T" = I'(II) for
a discrete median algebra, II. In the terminology of Section 11, the squares of I' are
precisely the 2-cells of II. Let & = S(I') be the set of such squares. Now Lemma
11.4.2 implies that S(I') satisfies (S1). Moreover, Lemma 11.4.1 implies that S(I")
satisfies (S3). (For if h,ay, as,as, ay,as,ae is a wheel in the above notation, then
{ai1,as,as} is a 2-simplex in the link L(h). Therefore the wheel lies in a 3-cell of
II. Let A’ be vertex of the 3-cell antipodal to h. Then A/, as, as, a4, as, ag, a; is a
dual wheel.)

The “if” direction of Theorem 16.2.3 is more involved. There are a number of
different approaches to this. (See the Notes on this section for more discussion.)
For example, it can be viewed in terms of CAT(0) geometry, as we discuss in
Subsection 18.3. In this section, we will give a combinatorial proof, which can
broadly be seen as a particular case of the argument given in [ChalCHO]. For this,
we need some more definitions.

Given a € V(I'), let Lr(a) C V(I') be the set of adjacent vertices. If S is a
square structure on I' satisfying (S2), we can view Lr(a) as the vertex set of a
graph, where z,y € Lr(a) are deemed adjacent if a, z,y all lie in some element of
S. By (S2), this element is unique. We can think of this graph as the link of a in
the 2-complex A(T", S) defined above.

Let I'y be another graph. A morphism from I'y to I' is amap f: Iy — T
sending vertices to vertices and edges to edges. Thus f(Lr,(a)) € Lr(fa) for all
a € V(I'g). Given a path a = zox; ... 2y, in Iy, we get a path fa:= fxg... fx, in
I'. We say that f is an émmersion if f|Lr,(a) is injective for all a € V(I'g). In
other words, every path of length 2 in I'y is mapped injectively to T'.
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Suppose S € S(Iy) and S C S(I') are square structures. We say that an
immersion, f : Iy — I, respects the square structures if f(o) € S for all o € Sy.
In such a case, if (I',S) satisfies (S2), then so does (I'y,Sp). Moreover, we get
an induced continuous locally injective map f : A([y,Sy) — A(T',S). (In our
argument below, we will just take Sy = S(I'y).)

We say that an immersion, f : I'y — I" is a local isomorphism if f|Lp,(a) is
a bijection from Lr,(a) to Lr(fa) for all a € V/(I'y). If x € V(I'y) and S is a path
in I' emanating from fz, then there is a unique path, «, in I'y emanating from x
with fa = 5. We refer to a as the lift of a.

More generally, suppose f : I'y — I' is an immersion, and H < I’y is a full
subgraph. We say that f is a local isomorphism over H is f|Lr,(a) : Lr,(a) —
Lr(fa) is bijective for all a € V/(H). In this case, we can lift a path § to a path «
in ['g with either fa = 8 or fa an initial segment of S terminating on a vertex of
V(o) \ V(H). Any maximal such lift is unique.

Let f: 'y — T" be locally injective. Consider the following property:

(x): If a is a path of length 4 in I’y with f(«) € S, then the initial and terminal
vertices of « are equal.

In other words, a € S(I'y).

Lemma 16.2.4. Let (I',S) satisfy (S1). Let f : Ty — T' be a local isomorphism
respecting the square structures, S(I'y) and S, and which satisfies (x). Then the
induced map f: A(Ty, S(T)) — A(I',S) is a covering map.

Proof. 1t is enough to check that f is a local homeomorphism at every vertex,
a € V(['g). It is in turn enough to check that f induces a homeomorphism of
the link at a to the link at @’ := fa € V(I'). Since f is a local isomorphism, it
restricts to a bijection from Lr,(a) to Lr(a’). Since f respects the square structure,
it sends adjacent vertices of Lr,(a) to adjacent vertices of Lr(a’). We need to check
conversely that if x,y € Lp,(a) with 2’ := fz and ¢/ := fy adjacent in Lr(a’), then
x,y are adjacent in Lr (a). By definition, 2’a’y’ lies in some square, 2’a’y/z'z" in
S. Let zayzv be the lift of this path (based at z) to I'g. By (*) we have v = z, so
zayzr € S(T'y). Therefore x,y are adjacent in I'y as claimed. O

To properly justify the above proof, we would need to explain why the topologies
agree locally. This is true because the CW topology on the open star of any cell
only depends on the cells meeting that star. We omit the details of this, since it
just a convenient way of expressing what is really a combinatorial argument. It
can all be rephrased in term of lifting paths from I' to T'y.

The key to proving the “if” part of Theorem 16.2.3 is the following:

Lemma 16.2.5. Let ' be a graph with square structure S satisfying (S2) and (S3).
Let ¢ € V(I'). Then there is a bipartite graph, G, and some p € V(G) such that
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G satisfies (o(p)); together with a local isomorphism f : G — T, with fp = q,
respecting the square structures, S(G) and S, and satisfying (*).

Given Lemma 16.2.5, we can complete the proof of Theorem 16.2.3 as follows.

Proof of Theorem 16.2.3. It remains to prove the “if” direction.

Let I' be a graph with square structure, S, satisfying (S1), (S2) and (S3). Since
S satisfies (S1), I is bipartite, by Lemma 16.2.1. We claim that I" satisfies (¢).

To this end, let ¢ € V(I'), and let f : G — T" be as given by Lemma 16.2.5.
This induces a map f : A(G,S(G)) — A(I',S), which by Lemma 16.2.4 is a
covering map. Since I' satisfies (S1), A(T',S) is simply connected, so this map is a
homeomorphism. In particular, f : G — I' is an isomorphism. Since G satisfies
(o(p)) and fp = q, we see that I" satisfies (¢(q)). Since g was arbitrary, I' satisfies
(¢) as claimed. Thus, by Proposition 16.1.3, I" is modular.

Moreover, f maps S(G) bijectively to S, and so S = S(I'). Since S satisfies (S2),
we see that I' contains no full Ky 3, hence no Ky 3 at all. Therefore, by Lemma
16.1.1, I" is median. Il

It therefore remains to prove Lemma 16.2.5.

We need some more notation. Let G be a connected graph, and let p € V(G) be
some basepoint. We define h : V(G) — N by setting h(z) = pe(p, ). Note that G
is bipartite if and only if |h(z)—h(y)| = 1 for all adjacent pairs, z,y € V(G). Given
z,y € V(G), we write x < y to mean that x, y are adjacent and h(z) = h(y)—1. In
this notation, the property (¢(p)) can be expressed by saying that if a,b,c € V(G)
with a # b, a < ¢ and b < ¢, then there is some d € V(G) with d < a, d < b.
We say that a square 0 € S(G) is folded if |h(x) — h(y)| < 1 for all z,y € 0.
Otherwise, it is unfolded.

Given n € N, let V,, = h™!(n) and let V<, = h71([0,n]). Let G,, = G,,(G) be the
full subgraph on V,. Note that (¢(p)) holds for G if and only if it holds for G,
for all n.

We now return to our square complex (I', S) satisfying (S2) and (S3), as in the
hypotheses of Theorem 16.2.3. We aim to construct GG inductively as an increasing
union, G = J. 2, G,, of graphs G,,. If m < n, we identify G,, = G,,,(G,). We also
inductively define morphisms, f,, : G,, — I, such that f,|G,, = f, for m < n.
These will assemble to give us our morphism f: G — T

We will assume inductively that:

: h(z) =nforall z € V(G,) \ V(G,-1).

G, is bipartite.

G, satisfies (o(p)).

fn is an immersion of G,,.

fn is a local isomorphism over G,,_1.

If o € S(G), then o is unfolded in G,, and f,(0) € S.

Gl
G2
G3
G4):
G5
G6
GT7): fu: G, — T satisfies (x) above (with I’y = G,,).

NN N N N N N
— N N N N
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We make the following observations. Property (G6) together with (S2) for I'
imply that G,, contains no full K 3. It follows that if z,y € V,,,(G,,) are distinct,
then there is at most one t € V,,,_1(G,,) adjacent to both = and y (i.e. t < z,y).
(For suppose u were another such. Let v < t¢,u, again as given by (G3). Now
t,u,x,y,v form the vertices of a full K3 in G,, giving a contradiction.) If such a
t exists (for example by applying (G3)) we can unambiguously write t = z A y.

We now begin by setting Gy = {p} and fy(p) = ¢.

Suppose we have constructed f,, : G,, — T, satisfying (G1)—(G7). We set about
constructing f,11 : Goy1 — I'. To simplify notation, we will write ' = f,x for
z e V(G,).

Let x € V,(G,). By (G4), fu|lLc,(x) : Lg,(x) — Lr(z') is injective. Let
D(z) = Lr(2") \ fu(Lg,(2)), and let D = {(z,a) | z € V,(G,), a € D(x)}. We
define a relation, ~, on D, by writing (z,a) ~ (y,b) if a = b and (either z = y or
there is some t € V,,_1(G,,) adjacent to both x,y and with az't'y'a € S). (We have
already observed that such a ¢ is unique.)

Lemma 16.2.6. ~ s an equivalence relation on D.

Proof. We need to check that ~ is transitive, so suppose (z,a) ~ (y,a) ~ (z,a),
with z,y, 2z € V,,(G,) and with a € D(xz) N D(y) N D(z).

Let t =z Ay and u = y A z. By the definition of ~ (and the uniqueness of ¢, u
observed above) we have ay't'z’a, ay'u’z’a € S. Now t,u < y, and so by (G3), we
can set v = t A u. Now ytvuy € S(G,), so by (G6), y't'v'u'y € S. We see that
ar't’'v'u'z'a is the rim of a wheel in I" with hub at y’. By (S3), this has a dual
wheel, and we set b € V(I') to be its hub. Now v'b is an edge of I' (a spoke of the
dual wheel). Thus, by (G5), it lifts to an edge vw € G,,, where w € V(G,). In
other words, w’ = b. By (G5), we can further lift v'w’z” to a path vws in G,,, with
s = 2/. Now ztvws is a path of length 4 in G, with z/t'v/w's’ € S. (This is a
square of the dual wheel.) Therefore, by (G7), we must have x = s. This shows
that w is adjacent to x in G,,. Since h(v) = n — 2, we have h(w) = n — 1. In other
words, w < z. Similarly w < z. Now az’w'z’a € S. (It is another square of the
dual wheel.) Therefore, by definition of ~, we have (z,a) ~ (z,a) as required. [

Now let Y = D/~. We write [(x,a)] € Y for the ~-class of (z,a).

We now construct a graph G,y with vertex set V(G,41) = V(G,)UY. We
deem two vertices to be adjacent if they both lie in V(G),,), or else, one, x, lies in
V(G,) and the other has the form [(x,a)] € Y for some a € D(x). In this way, we
can identify G,, as a full subgraph of G,;;. We define f,11 : V(G,i1) — V(D)
by setting f,+1|V(Gr) = fn and fo11([(z,a)]) = a for [(z,a)] € Y. This gives us a
morphism f,, 1 : Gpep — I

We now set about verifying properties (G1)—(G7) for f,4;. Similarly as before,
we will write ' = f,, .12 to simplify notation.

Now (G1) is immediate from the construction, and so V.41 = Y. Also, no two
vertices of V, are adjacent for any m, and so G, is bipartite, giving (G2).
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To verify (G3), let # € V,,11. Suppose that z,y € V,, are adjacent to 6 (that is
x,y < 0) and distinct. By construction, this means that 6 = [(z,0')] = [(y,0)],
where (x,0) ~ (y,0). By definition of ~, there is some ¢t € V(G,,) with ¢t < z,y
and with 0'2't'y'¢’ € S. This is property (¢(p)), as required.

To verify (G4), there are three new cases to consider. Suppose first that = € V,,
and 1,0 € V,41 are adjacent to z, with ' = ¢’. Then n = [(z,7)] = [(z,6)] = 0
as required. Secondly, suppose # € V,,.1 and t € V,,_; are both adjacent to z € V,.
Now 0 = [(x,0")] with ' € D(z). By definition of D(z), ' ¢ f.+1(Lg,(x)), and so
0’ # t'. Finally, suppose x,y € V,, are both adjacent to 8 € V,,.1. Let t = x Ay as
given by (G3) for f,41. Now z,y are both adjacent to ¢ in G,,. Therefore, by (G4)
in G, if ' =y then x = y.

For (G5), let x € V,, and a € Lr(2'). If a ¢ fo11(Lg,(x)), then (x,a) €
D(z). Thus, 0 := [(x,a)] € V,41 is adjacent to z and ' = a. This shows that
for1(La,,, () = L, ., («') as required.

To continue, we will use the following terminology. We say that a path zoxizo2314
in V11 is of “type rorirorsry” with r; € N to mean that h(z;) = n+1—r; for all 4.

For (G6), suppose that « is a cycle of length 4 in G, 11 meeting V,,,;. We can
suppose that the basepoint lies in V,,;1, and so « has type 01010 or 01210, according
to whether it is folded or unfolded. Suppose that a = nxtyn has type 01210. Thus
t = x ANy. Now as observed earlier, t is the unique vertex of GG, with t < z,y.
Therefore, since (z,0) ~ (y,0'), we must have n'z't'y'n’ € S, by definition of ~.
This proves (G6) in this case. We claim that the second case (type 01010) cannot
occur. For suppose a = nzfyn, with 0,0 € V,,.1. Let t = x Ay. Similarly as before,
we have n/'z't'y'n/, 0'2't'y'6 € S. But ' # ', contradicting (S2). In particular,
this shows that no square in G,,41 is folded.

For (G7), let a be a path of length 4 in G,,; with f,;1a € S. We can assume
that o meets V1. Therefore, up to reversing the order of the indices, we can
assume that « is of one of the following types: 01010, 01012, 01210, 10101, 21012,
10121, 10123, 01212, 01232 or 01234.

Suppose a = (xnyl is of type 01010. Then ¢’ = ¢ and n'2'C'y'n’ € S. Let
t =x ANy. By (G6), we have n’2't'y'n’ € S. Now t' # (' contradicting (S2), so this
case cannot occur.

Suppose «a = nxtyl is of type 01210. Since ' = ', we have (z,7') ~ (y,0") by
the definition of ~, and so n = [(z, )] = [(y,8')] = 0 as required.

Suppose that o = xnybz is of type 10101. Then 2’ = 2’ and 2'n'y'#'x’ € S. Let
t = Ay. Then (by (G6)) 2/n'y't'z" € S. But t' # 0 contrary to (S2). Therefore,
this case cannot occur.

Suppose a = tzfyu is of type 21012. Let v = 2 Ay (as given by (G3)). Then
a0yt va'0'y'v € S. By (S2), we get t' = v'. By (G4) applied to tzv, we get
t =wv. Then by (G4) applied to uyv, we get u = v. Thus t = u as required.

Suppose a = z0ytz is of type 10121 or 10123. Let u = xAy. Then 2'0"y/'t'x’, 2'0'y'v'x’" €
S, 80 (S2) gives t' = /. By (G4) applied to txru, we get t = u, and so x is adjacent
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to t. By (G4) applied to ztz we get x = z as required. (In fact, this gives a
contradiction for type 10123.)

Finally, suppose o = Oxtyv is of type 01212, 01232 or 01234. Now 6 = v/,
so v, a’ are adjacent in I'. By (G5), we can lift v'2’ to an edge vy of G,,, where
y € V(G,) with ¢ = 2/. Now consider the path 8 := ztuvy in G,,. We have
fos1B = fomia € S. By (G7) in G,,, we have x = y. Therefore v is adjacent to z.
Now (G4) applied to fzv gives the contradiction 6’ # v’. Therefore, none of these
three cases can occur.

We have therefore verified the inductive step, and hence constructed f, : G,, —
I for all n.

We now set G = |J,—, Gn, and set f(z) = f,(x) for all sufficiently large n.
Properties (G2) and (G3) tell us that G is bipartite and satisfies (¢(p)). Property
(G5) tells us that f is a local isomorphism. Property (G6) tells us that it respects
the square structure, and (G7) that it satisfies (x).

This proves Lemma 16.2.5, hence also concludes the proof of Theorem 16.2.3.

16.3. Cubical structures.

We finish this section by relating square structures to “cubical” structures, which
we will discuss in more detail in the next section. First, we give some more defini-
tions.

Let @ be a finite cube (as a median algebra). Let I'(Q) be the adjacency graph
with vertex set (). Note that we can recover the median structure on ) from the
combinatorial metric, pg. In particular, any automorphism of I'(Q)) is a median
automorphism of Q). By a face of I'(Q)) we mean the full subgraph on a face of Q.
We say that a graph is cubical if it is isomorphic to I'(Q)) for some cube (). We
say it is n-cubical if Q@ = {0,1}", and we say that it has dimension n.

Let ' be a connected graph. (As usual, we assume it has no loops or multiple
edges.)

Definition. By a cubical structure on I', we mean a family, G, of (embedded)
cubical subgraphs of I', referred as cells, satisfying the following:

(C1): every edge of I is a cell,

(C2): every face of a cell is a cell, and

(C3): the intersection of two cells a (possibly empty) disjoint union of cells.

We write G,, for the set of n-cells of G. Thus, G, is a square structure on I'
satisfying (S2).

Given a € V(I'), we have defined the link, L(a) = Lr(a), of a as the set of
adjacent vertices. Given a cubical structure, G, on I', we give L(a) the structure
of a simplicial complex, where the simplices are sets of the form PN L(a) for some
Peg.

Recall that a simplicial complex is flag if every complete subgraph of its 1-
skeleton lies in a simplex.
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Definition. We say that (I', G) is locally CCAT(0) if the link of every vertex is
a flag complex.

Definition. We say that (I',G) is CCAT(0) if (I',G) is locally CCAT(0) and G,
satisfies (S1).

Here “CCAT(0)” stands for “combinatorially CAT(0)” (our terminology), where
(locally) CAT(0) is the standard metric non-positive curvature condition (to be
discussed in Sections 17 and 18). One often just says “CAT(0)” in the above
definition. But we will be dealing with other metrics which are not CAT(0) in the
geometric sense. For clarity, we will sometimes use the term “globally CCAT(0)”
to mean the same as CCAT(0).

Here is the main result relating to this:

Proposition 16.3.1. A graph, ', is median if and only if it admits a cubical
structure, G, with respect to which it is CCAT(0). In this case, G consists of all
cubical subgraphs. Moreover, each cell is isometrically embedded in T'.

Proof. The “only if” direction follows directly from the results of Section 11. Sup-
pose that II is a discrete median algebra. Let I' = I'(IT), and let C,(II) be the set
of all n-cells of II, and let G, be the set of all full subgraphs of I' on elements of
Cn(IT). The link condition is Lemma 11.4.1, and the fact that (I, Go) satisfies (S1)
is Lemma 11.4.3. Note that, by Lemma 16.1.2, every median graph has this form.

For the converse, we just note that the link condition implies that the square
complex (I, G5) satisfies (S3). It now follows that I" is a median graph by Theorem
16.2.3. Moreover, by that result, G, = S(I') consists of all squares of T'.

Now if G is any cublical subgraph of I'(I), then by Lemma 16.3.2 below, G is
isometrically embedded in I', and V(G) is a cell of II. Moreover, we see that all
squares of G lie in Gy, so by (S3), it follows that G € G. O

Lemma 16.3.2. Let II be a discrete median algebra, and let G < T'(II) be a cubical
subgraph. Then G is isometrically embedded in I'(Il), and V(G) C II is a cell of
I1.

Proof. First note that any two adjacent edges of G lie in a (unique) square of G,
and that this is also a square of I'(I).

Let a,b € V(G). We connect a, b by a path a in G. We now apply the procedure
in the proof of Lemma 13.2.2 to reduce a to a geodesic path in I'(II), by applying
moves of type (1) and (2). By the above observation, each intermediate path lies
in a, and so we end up connecting a to b by a geodesic in I'(II) which lies entirely
in G. This shows that G is isometrically embedded in I'(IT). In particular, V(G)
is a cube in II.

Since G is full, the initial observation shows that we cannot have #(QNV(G)) = 3
for any 2-cell, @, of II. Therefore, by Lemma 11.4.4, V(@) is convex, hence a cell
of II. O
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Note that Proposition 16.3.1 implies that I" has a unique structure as a CCAT(0)
complex.

We remark that there is a version of Lemma 16.3.2 in the more general context
of quasimedian graphs — see Lemma 23.3.4.

It is natural to interpret the above in terms of a topological realisation, A(T", G),
of the cubical structure. This is a real cube complex, where each cubical graph
['(Q) in G, is the l-skeleton of a real cube, A(Q) = [0,1]". We can give this
complex the CW topology (or a number of other topologies). In these terms, G-
connectedness is equivalent to saying that A(I',G) is simply connected. The link
at each vertex corresponds to the usual notion in a polyhedral complex. We will
return to this in Section 18. In the meantime, in the next section, we study this
complex when I'" = I'(IT) is a median graph. In this case, A(I',G) will be the same
space as A(II) discussed in Sections 10 and 11.

17. CUBE COMPLEXES

The “cube complexes” we discuss in this section are (mostly) assumed to be
CCAT(0) (though some of the discussion applies more generally). Such complexes
are built out of euclidean cubes (that is, finite direct products of compact real
intervals). They have natural structures as median algebras. They can also be given
a number of different metrics and topologies. The main results, Propositions 17.1.1—
17.1.8 are stated at the beginning. We then proceed to the proofs. We include a
brief discussion of subdivisions of cube complexes. We finish the section with a
result which shows that complete connected median algebras contain isometric
copies of cube complexes (Proposition 17.4.1).

17.1. Topologies, metrics, and statement of main results.

Let IT be a discrete median algebra. In Section 10 and Subsection 11.2, we
constructed a complex, A(II), as the “realisation” of II. Informally it can be
described by taking a “real cube”, that is a copy of [0, 1]", for each cell of II, and
gluing them together in such a way as to respect the inclusion of cells. We refer to
these real cubes as the “cells” of A(II).

We saw (Lemma 10.2.2 and subsequent discussion) that A(II) is naturally a
median algebra with II as a subalgebra. It can be given additional structure. For
example, we can put a topology on A(II) by deeming a subset to be open if its
intersection with each cell of A(II) is open in the standard topology on that cell
— that is the direct product of the real intervals [0, 1]. To be more specific, we say
that such a set is CW-open. With this topology and cell structure, A(II) is a CW
complex in the usual sense. We observed in Subsection 5.1, that the 1-skeleton of
A(II) is connected graph (see Lemma 5.1.1). Since the cells of A(II) are connected,
it follows easily that A(II) is CW-connected.

In Subsection 12.1, we noted that, at least if II is countable, then the median
operation is continuous, and so A(II) is a topological median algebra. It is unclear
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if this holds without the countability assumption. In any case, regardless of cardi-
nality, one can make a number of statements regarding this topology. For example,
we will show that following three statements hold.

By a (finite) subcomplex of A(Il) we mean a (finite) union of cells. We can
assume this collection of cells to be closed under inclusion.

Proposition 17.1.1. If A C A(II) is finite, then hull(A) is CW-compact. In fact,
A lies in a finite conver subcomplex of A(II).

It follows immediately from Proposition 17.1.1 that A(II) is interval-compact in
the CW topology. Since the CW topology is finest among the topologies that we
will be considering, this statement will hold for all the others.

We also note:

Proposition 17.1.2. Suppose that C C A(I1) is CW-closed and convezr. Then C' is
gated. Let I be the image of I1 under the gate map to C. Then 11" is discrete, and
C' is homeomorphic in the subspace topology to A(Il') via a median isomorphism.

We will also see:
Proposition 17.1.3. A(II) is contractible in the CW topology.

This last statement will be a consequence of the fact that there is a homotopy
equivalence between the CW and CAT(0) topologies on A(II). The CAT(0) topol-
ogy will be discussed below.

All the topologies we will consider will have the following property:

Definition. A topology on A(I1) is cell-compatible if the induced subspace topol-
ogy on each cell is standard.

In other words, a topology is cell-compatible if it is at least as coarse as the
CW-topology.

One can put various other cell-compatible topologies on A(II). For example,
one can take the subspace topology arising from the embedding of A(II) in the
cube A(W(IT)), with the product topology. This was mentioned in Subsection 13.1,
where we observed that A(II) is a topological median algebra in this topology. (It
turns out that this is the same as the compactification of A(II) as discussed at
the end of Section 12.) However, we won’t have much use for this topology in the
present discussion.

Of more interest here are topologies arising from various natural metrics on
A(IT). To describe these, we should begin by recalling some basic metric-space
theory.

Let (D, p) be a metric space. A (finite) path in D is a continuous map, « :
la,b] — D, to D, where [a,b] C R is a compact real interval with a < b. Its recti-
fiable length can be defined as the supremum of the sums > | p(a(ti—1), a(t;)),
as (t;); varies over all sequences, a = tp < t; < --- <t, =0bforal n e N We
write length(a) € [0, 00| for its rectifiable length. We say that « is rectifiable if
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length(a) < oo. Given x,y € D, we write 0,(z,y) for the infimum of length(a) as
« varies over all rectifiable paths from x to y. We write 0,(z,y) = oo if there is
no such path. It is easily checked that o, is a non-finite metric on D. (Recall that
“non-finite” means that it takes values in [0, 00].) We refer to it as the induced
path-metric on D. Since clearly, o, > p, the induced topology is at least as fine
as that induced by p. It is also easily checked that o,, = 0.

In Subsection 13.3, we defined a “geodesic” to be a path « : [a,b] — D, such
that p(a(t),a(u)) = [t — u| for all t,u € [a,b]. One checks that any geodesic is
rectifiable, and that length(a) = p(x,y) where x = a(a) and y = a(b). Conversely,
if a: [a,b] — D is a rectifiable arc from z to y with length(a) = p(x,y), then we
can reparameterise a so that it is geodesic. Recall that, by definition, (D, p) is a
geodesic space if every two points of D are connected by a geodesic.

Suppose that D is compact in the topology induced by p, and that p(z,y) < oo
for all z,y € D. Then the infimum is attained: that is, there is a path from x
to y of length equal to o,(x,y). We can assume it to be an arc, and so, after
reparameterisation, a geodesic. Given that o,, = 0,, it follows that (D,0,) is a
geodesic space.

We now return to our discussion of the cell complex, A(II).

Suppose we are given a function, w : W(II) — (0, 00). (We saw in Subsection
13.2, that this is equivalent to putting a median metric on II.) Suppose we are also
given some p € [1,00]. We can put a metric, o = g,,,, on A(Il) as follows.

Let @ C II be an n-cell, and let A(Q) € A(II) be the corresponding cell of A(IT).
We write W(Q) = {W1,...,W,}. As a median algebra, we can identify A(Q) with
[T, [0, w(W;)] € R™. We restrict the [P-metric on R" to give us a metric, pg, on
A(Q). In other words, if x = (z1,...,x,) and y = (y1,...,y,) lie in A(Q), then
po(z, y)P = 3 0, | —yil? if p € [1,00), and po(z,y) = maxi<i<y [z —ys| if p = .
Note that the metrics thus defined agree on intersections of cells.

Suppose that a : [a,b] — A(II) is a path. We say that « is piecewise cellular
if we can write o as a concatenation of paths, o = a3 U --- U oy, where o; maps
into some cell, A(Q;), of A(II). We write length(c;) for the length of a; in the
metric pg,. We set length(a) = > 7" length(a;). Given that the metrics agree on
intersections of cells, it is easily checked that this is well defined, no matter how we
write a as such a concatenation. Suppose that x,y € A(II). It is easily seen (and
we will later verify more formally) that x and y are connected by such a path «,
with length(a) < co. We write oy, ,(x,y) for the infimum of length(a) as a varies
over all such paths. It is easily checked that ¢ := 0y, is metric on A(I). We
omit technical details for the moment, since we will later describe ¢ in a slightly
different, but equivalent way.

We will show:

Proposition 17.1.4. Let Il be a discrete median algebra. Let p € [1,00], let
w : W(II) — (0,00) be any map, and let o = oy, be the metric defined on A(II)
as above. Then any two points of A(Il) are connected by a geodesic which lies in
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the median interval between them. Moreover, the induced subspace topology on each
cell is the standard one. If p =1, then (A(Il),0) is a median metric space.

In particular, (A(IT), o) is a geodesic space, and induces a cell-compatible topol-
ogy. This is at least as coarse as the CW topology. Therefore, in this metric
topology, closed sets are CW-closed, and CW-compact sets are compact.

The construction in the [* case is relatively straightforward: see Example (Ex13.4)
of Subsection 13.1.

In what follows, “convex” will always mean convex in the median structure.

Proposition 17.1.5. With respect to the metric o = o, ,, any closed convex subset
of A(Il) is gated, and the gate map is 1-lipschitz. The convex hull of any finite set
is compact, and lies in a finite union of cells of A(II).

Apart from the 1-lipschitz statement, this follows immediately from Propositions
17.1.1 and 17.1.2. In fact, we will see that the gate map is nearest-point projection
to the convex set.

In particular, if a,b € A(II), then the gate map [x — abz]| : A(Il) — |a, b],
is 1-lipschitz. Putting the [*-product of the metric o on A(I1)?, then the median
operation, A(IT)3 — A(II), is 1-lipschitz. In particular, we deduce:

Proposition 17.1.6. In the metric topology induced by o, A(Il) is an interval-
compact topological median algebra.

Propositions 17.1.4 to 17.1.6 hold without any restriction on w. If one places a
positive lower bound on w, that is there is some 1 > 0 such that w(W) > n for all
W € W, then one can say more:

Proposition 17.1.7. Given a positive lower bound on w, A(II) is contractible.

(I don’t know if this holds without the lower bound.)

Recall, from Subsection 11.11 that II is said to be “small” if it contains no N-
cell for any infinite cardinal R. This is equivalent to saying that A(II) contains
no infinite increasing union of cells. (By default, a “cell” is taken to be finite-
dimensional.)

Proposition 17.1.8. Suppose there is a positive lower bound on w and that 11 s
small. Then the metric o is complete.

This clearly fails in general. For example, suppose II = N with the standard
median, and suppose that the wall separating 7 and 4 + 1 has width 27¢. Then
A(II) is isometric to [0,2) € R. Similarly, if II is an R-cube for some infinite
cardinal N (as defined in Subsection 11.11), and each wall has unit width, then
again A(II) is not complete.

Certain values of p are of particular interest. If p = 1, then ¢ is a median metric.
If p =2, it is CAT(0). If p = oo and there is a positive lower bound on w, then o
is an injective metric. We will say more about these cases later.
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17.2. Proofs.

We now set about the proofs of the above statements. We briefly recall the
construction of Subsection 10.2.

Let ¥ = [],.7 6i, be a hypercube. Here Z is some indexing set, and each §; is a
2-point median algebra. Let C(¥) be the set of faces of .

For each i € Z, let A; be a non-trivial compact real interval with endpoints
identified with §;. Let A = A(¥) = [Licz Ai. Thus, A is a median algebra with
¥ C A. Let m; : A — A, be the projection map. Given Q € C(¥), then A(Q) =
hullg (Q) € A. If IT C ¥ is a subalgebra, we write A(IT, ¥) = Ugecau) AQ),
where C(I, ¥) = {Q € C(¥) | Q C IT}. By Lemma 10.2.2, A(II, ¥) is a subalgebra
of A.

Given z,y € A, let Z(z,y) = {i € T | mz # my}. We can define an equivalence
relation on A by deeming z,y to be equivalent if Z (x,y) is finite. We restrict this
to an equivalence relation on W, and let ® C ¥ be an equivalence class. It is
easily checked that © is convex and 1-path-connected. We write A(©) = A(©, V).
Clearly, up to isomorphism, the choice of equivalence class does not matter. In
fact, © is isomorphic to the cube, Ty, where X = #Z. Also A(O) is its realisation
as a cell complex, in the sense already defined. One explicit description of this is
as follows.

We choose any basepoint, 0 € ©. Given any ¢ € Z, we identify ¢; with {0,1} and
A; with [0,1] in such a way that ;0 = 0. Thus, ¥ = {0,1}% and A = [0,1]%. Also
AO) = {z € A| #Z(2,0) < oo}, and © = ¥ N A(O). The map [z — Z(z,0)] :
© — T(I) gives us an isomorphism from © to the cube, T(Z). Given z,y,z € A
with z.z.y, we have Z(z,0) C Z(z,0) UZ(y,0). It follows that A(©) is convex in
A.

Note that if we have a partition, Z = Z; U Zy, then ¥ = Wy x Wy, where ¥V; =
[Licz, i We also get a splitting, © = ©1 x O, with ©; € ¥}, and A(©) = A(O;) x
A(Os3). In particular, if Zy = {i}, we get A(©) = A(O1) x A; =2 A(O;) x [0,1].

If A C A(O) is finite, let Z(A) = U, 4 Z(,0), and let F(A) = {z € A(O) | (Vi €
Z\Z(A)) (mz = 0)}. Thus, F(A) is a cell of A(O) containing A. In particular,
hullaey(A) € F(A) is compact.

We can give a general description of convex subsets of A(O) as follows.

Suppose that P, is a non-empty convex subset of A; for all i € Z. Let P =
[Lez P € A;. Then P is convex in A and so P := PN A(O) is convex in A(©).
In fact, all convex subsets of A(O) arise in this way.

Lemma 17.2.1. Let P C A(O) be convex. For each i € I, let P, = mP C A,
and let P =[[,.; P,. Then each P; is convex in A;, and P = P N A(©).

€L

Proof. The fact that P; is convex follows immediately from the fact that m; :
A(©) — A, is an epimorphism.
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The remainder follows by essentially the same argument as Lemma 11.11.2.
Clearly P C P, so we want to show that P N A(®) C P. Let z € P N A(©),
and choose y € P so as to minimise #Z(x,y). We claim that Z(z,y) = @. For
suppose that i € Z(x,y). Since x € P, there is some z € P with 7,z = mz. Let
y' € A(O) be such that my’ = mz = mz and m;y = my for all j € T\ {i}.
Then y.y'.z. Since P is convex, 3y € P. But Z(x,y') = Z(x,y) \ {i}, contradicting
the minimality of Z(z,y). Therefore Z(z,y) = @. It follows that x =y € P as
required. Il

In particular, given any i € Z, we can write A(©) = A(O1)xA;, and P = R;x P;,
where R, C A(©;) is convex. Given any z € R;, {z} x P, = ({z} x Aj))NP. If Pis
non-empty and closed in A(0) it follows that P; is closed in A;. Let w; : A; — P,
be the gate map. Taking a direct product of these we get a map, w : A — P,
which is easily seen to be a gate map to P. Since A(O) is convex, this restricts to
a gate map, w : A(©) — P. In particular, this shows:

Lemma 17.2.2. If P C A(©) is non-empty, closed and convez, then P, := m;P C
A; is closed for all i, and P is gated.

We next consider metrics on A(O).

Let A\ : T — (0,00) be any map. We equip A; with a metric, p;, so that
it is isometric to a compact real interval of length A(i). Given p € [1,00), let
p = prp be the non-finite {P-metric on A. In other words, if z,y € A, we have
p(@,y)P = > ez pi(miz, my)? for p € [0,00), and p(z,y) = super pi(mix, my) for
p = 0o. This restricts to a genuine metric on A(©) (i.e. it takes finite values). It
induces a cell-compatible topology on A(©).

Note that if A’ < X and p’ > p, then py, < pr,. In particular, the topology
induced by py , is at least as coarse as that induced by p) .

Suppose that P C A(O) is closed and convex. The maps w; : A; — P; as
defined above are all 1-lipschitz and so the gate map, w : A(©) — P is 1-lipschitz.
In particular, if we put the induced /'-metric on A(©)3, then the median map is
1-lipschitz. It follows that A(©) is a topological median algebra in the induced
metric topology.

The above statements all hold without restriction on A. Let us now assume that
A is bounded below, that is, there is some 1 > 0 such that (i) > n for all ¢ € 7.

Define a map, ¥ : [-2,2] — [=2,2] by ¥(z) = 2z if |z] < 1, ¢(x) = 2 if
z>1 and ¢(z) = =2 if ¢ < —1. Given i € Z, let ¢; : A; — [—2,2] be a linear
homeomorphism, and set §; = ¢; Yoo, : A; — A,;. In other words, 6; collapses
each of the two end quarter-intervals of A; to a point, and expands the middle
half-interval to all of A;. This is 2-lipschitz in the standard metric on A;. Taking
a direct product of these maps, we get a map 6 : A — A, which restricts to a
map 6 : A(©) — A(O).
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Lemma 17.2.3. Suppose that A : T — (n,00) for some n > 0, and p € [1,00).
Then 6 : A(©) — A(O) is continuous from the topology induced by p = px, to
the CW topology on A(O).

Proof. We can assume that p = oo, since this gives the coarsest topology for any
given A. We show that € is continuous at any given z € A(O).

Let F' = F({x}) be the cell containing = as defined earlier. (That is, the set
of y € A(©) such that my = 0 whenever mz = 0.) Note that 0(F) = F. Let
U C A(O) be a CW-open neighbourhood of #(x). Then F N U is open, and so
contains an e-neighbourhood of §(z) in the metric p for some € > 0. Let y € A(O)
with p(z,y) < min(n/4,€¢/2). We claim that 6(y) € U. To see this, note that if
i€ Z\ZI(x,0) (that is mz = 0) then p;(my,0) < n/4, so m;0y = 0,1y = 0, so (by
definition of F') 6(y) € F. On the other hand, if : € Z(x,0), then p;(0;m;z, ;my) <
2p;(miz, my) < 2(e/2) = €. Thus, O(y) € FNU C U, as claimed. This shows that
¢ is continuous at x as claimed. U

Note that the identity map, A(©) — A(O) is continuous from the CW topology
to the metric topology. We claim that this is a homotopy inverse to 6. This amounts
to constructing a homotopy from 6 to the identity which is continuous in both the
CW topology and the metric topology, on taking a direct product with the standard
topology on the real interval [0, 1].

We can do this by linear isotopy. Define ¢ : [—2,2] x [0,1] — [=2,2] by
Y(z,t) = z(t + 1) for |[z| < 1, ¥(z,t) = v+ 2t — at for x > 1, and ¥(z,t) =
x—2t —xt for z < —1. Deﬁne9 A x [0,1] — A; by@(:z: t) = (b Y(i(z ) t)).
Taking direct products, we get a map A x [0,1] — A, which restricts to a map
0 . A(®) — A(O) which is a homotopy from the 1dent1ty to 6. Clearly this
is continuous on any cell of A(©) times [0, 1], and so @ is continuous in the CW
topology. Also, it is 2-lipschitz with respect to the p metric on A(©) and its /!
product with the standard metric on [0, 1]. Therefore it is continuous also with the
metric topology. This shows that 6 : A(©) — A(©) is a homotopy inverse to the
identity map as claimed.

We have shown the following special case of Dowker’s Theorem [Do]:

Lemma 17.2.4. The identity map, A(©) — A(O), is a homotopy equivalence
from the CW topology to the metric topology.

In particular, simple connectedness is well defined independently of which of
these topologies we take.

We now apply the above to any discrete median algebra, II.

As noted in Subsection 11.11, IT embeds in a cube, ©. We can describe this
using the above notation as follows. We write W(II) = {W; | i € Z}, where T is
some indexing set. Given i € Z, let §; = {W,;”,W;"}, and let ¥ = [],_;d;. We can
now identify II as a 1-path-connected subalgebra of © C W as defined above. We
write A(IT) = A(II, ¥) C A(O, V) = A(O). This is a subalgebra and subcomplex
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of A(©). Note that (by Lemma 11.11.3) there is a natural identification of W(II)
with W(O).

Suppose II" C IT is convex in II. Then we can identify W(II') with a subset of
W(II), and so we can identify W(IT') with a face, ¥', of W(II). In this way, we can
identify A(IT") = A(IT", ') as a subalgebra and subcomplex of A(IT) = A(IL, ¥).

Let i € Z and &; be the set of 1-cells of IT which cross W;. Let IT; = | J £;. We saw
in Subsection 11.5, that &; is a parallel class in II, with the intrinsic structure of a
discrete median algebra. Moreover, II; is convex in II and intrinsically isomorphic
to & X §;. (See Lemmas 7.2.6 and 7.2.7.) Thus, A(IL;) is a convex subset and
subcomplex of A(II). It is intrinsically isomorphic to A(&;) x A;. Note that
i A(II) — A restricted to A(II;) is just projection to the second factor.

Proof of Proposition 17.1.1. Let A C A(II) be finite. By Lemma 7.4.6, hully(qmy A =
A(IT) Nhullpey A. We saw above that hullyey A lies in a cell, F/(A), of A(©). Now
A(IT) N F(A) is a finite convex subcomplex of A(II), so the statement follows. [

Proof of Proposition 17.1.2. Let C° € A(II) be convex. Let P = hullye)C C
A(®). By Lemma 7.4.6, C = PNA(T). Let P, = ;P C A;, and let P = [[,.; P:.
By Lemma 17.2.1, we have P = PN A(O). Thus, C' = P N A(II).

Suppose that ¢ € Z. Then we can write A(©) as a product A(0;) x A; as
described above. Let II; be as described above, so that A(Il;) C A(II) is convex,
and intrinsically isomorphic to A(&;) x A; where A(E;) is a subcomplex of R;.
Note that C' N A(Il;) = P N A(IL;) is convex. If this is empty, then P; is a single
endpoint of A;. If not, then it is direct product of a convex subset of A(E;) with
P;. Similarly as with Lemma 17.2.2, we see that P; is closed. We can now define a
gate map w; : A, — P;. Taking the direct product over i € Z, we get a gate map,
w: A — P, which restricts to a gate map w : A(©) — P. Its further restriction
to A(II) is a gate map to C' (by Lemma 7.4.8).

Next we show that II' := wcIl is discrete. Given 7 € Z, write ¢; = 0P, C A,.
Suppose @ € C(II), so that A(Q) is a cell of A(IT). Write Zo = {i € Z | Q h W, }.
We can write A(Q) = HieIQ D;, where m;D; = A;. Suppose C' := CNA(Q) # .
By Lemma 7.5.1, C' = HiGIQ L;, where L; C D, is a closed interval. Note that
mL; = P; and m;(0L;) = ¢;. Now C' = hull(Q’), where Q' = HZEIQ OL;, and
wer(Q) = Q. By Lemma 7.3.5, we have wewa @) = wa@we = wer. Thus werll =
wewa@)ll = we@ = werQ = waywell. In particular, I' N A(Q) = we@ = Q'
We see that II" meets every cell of A(II) in a (possibly empty) finite set. It now
follows from Proposition 17.1.1 that IT" is discrete as claimed.

Now let Z(C') C Z be the set of indices, i, such that P; is not a singleton. We
can identify W(II') with {W; | i € Z(C)}. Let o = [[;c7(c) di, and A(We) =
[licz(cyAi- The projection map A(W) — A(U¢) is injective on C. Write
C(ILC)={Q € C(Il) | Zo C Z(C)}. Then C(II") = {Q' | @ € C(II,C)}. Writing
A(Q") = hull(Q'), we have C' = Ugcemg) AQ) = Ugrecary A(Q') which we can
identify with A(IT").
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We need to check that the CW topology on A(II") = C agrees with the subspace
topology of the CW topology on A(IT). Suppose U is open in the subspace topology.
Then U = V N A(I") where V' C A(II) is open. For each cell A(Q') of A(IT"), we
have U N A(Q') = V N A(Q’) which is open in A(Q’) since V N A(Q) is open in
A(Q). Thus, U is open in the CW topology. Conversely, suppose U is open in the
CW-topology. For each cell A(Q'), U N A(Q') is open in A(Q’), so UNA(Q') =
Vo NA(Q') where Vi € A(Q) is open in A(Q). Let V' be the union of all such V.
Then V' is open in A(II) and U = V N A(Il'). Thus, U is open in the subspace
topology. O

We will postpone the proof of Proposition 17.1.3 for the moment.

Now let w : W(II) — (0,00) be any map. Define A : Z — (0,00). Let
A1) = w(W;), and set p = pyp = pap be the [P metric defined above, restricted
to A(II). Note that if C' C A(II) is CW-closed and convex, then the gate map
w : A(II) — C is 1-lipschitz in the metric p, and it follows that A(II) is a
topological median algebra in the induced topology.

It is more usual to equip A(II) with the path-metric, o,, induced by p. We
will write it as o0y, and abbreviate it to 0. We will see that this is a geodesic
metric. In fact, we will see that a geodesic between two points can be written as a
finite concatenation of paths, each of which maps into a cell of A(II). From this, it
follows that o agrees with the definition (intrinsic to A(IT)) which we gave at the
beginning. One advantage of using o is that it is invariant under subdivisions of
the cube complex, as we will observe in Subsection 17.3.

Proof of Proposition 17.1.4. Let x,y € A(Il). Then z,y lie is some cell, F, of
A(©). Now G := F'NA(Il) is a finite union of faces, G = |J; F}, of F'. Now G
is convex in A(IT), and hence connected. Since G is compact, we see that z,y are
connected in G by an intrinsic geodesic, «, with respect to the metric p. Since the
gate map to G is 1-lipschitz in the metric p, we see that this is also geodesic in
A(II). Moreover, since the gate map to each face, Fj, is 1-lipschitz, we can assume
that o meets such each face (if at all) in a connected subpath. In this way, « is
a finite concatenation of such paths. This shows that the induced metric o agrees
with the metric as previously defined. It also follows that « is geodesic also in the
metric o, and so A(II) is a geodesic metric space. We also note that (since the gate
map to the interval [z,y] is 1-lipschitz) we can take this geodesic to lie in [z, y].
Finally, if p = 1, then p is a median metric (see Example (Ex13.4) of Subsection
13.1). By Proposition 17.1.1, A(IT) is interval compact, so by Lemma 13.3.2, p is
a geodesic metric. Therefore o = p. U

Proof of Proposition 17.1.5. The gate map to C' is 1-lipschitz with respect to p,
and therefore also with respect to o. (The image of a rectifiable path under a
1-lipschitz map is rectifiable, and its length cannot increase.) As observed above,
the remainder of Proposition 17.1.5 follows directly from Propositions 17.1.1 and
17.1.2. O
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Proof of Proposition 17.1.6. As observed earlier, this is an immediate consequence
of Proposition 17.1.5. O

Suppose now that we have a lower bound, say n > 0, on w. Disjoint cells of
A(IT) are a distance at least n apart in the p-metric. Suppose a,b € A(Il) with
p(a,b) < n. Let F, F’ be cells of A(II) containing a,b respectively. From this we
see that F'N F’ # @. In this case, it follows easily that o(a,b) < 2p(a,b). (Let ¢
be the projection of a to F’. Then ¢ € FFN F’ and o(a,c) = p(a,c) < p(a,b) and
o(b,c) = p(b,c) < p(a,b).) Since clearly p < o, it follows that p and o induce the
same topology on A(II). Moreover, a sequence is convergent (respectively cauchy)
with respect to p if and only if it is convergent (respectively cauchy) with respect
to 0. In particular, completeness with respect to the two metrics is equivalent.

We have a map 0 : A(II) — A(II), continuous from the p metric topology to the
CW topology, obtained by restricting the map 6 : A(©) — A(©). Since p < o,
this is also continuous from the o metric topology. We also have a homotopy,
0 : A(IT) x [0,1] — A(II), again restricting the map 6 defined earlier. This is a
homotopy from 6 to the identity on A(II). It is continuous in the CW topology.
It is also 2-lipschitz with respect to the metric p, hence also with respect to o.
It is thus a homotopy inverse to the identity map on A(II), hence a homotopy
equivalence.

It is well known that, in certain cases at least, A(II), is contractible. For example,
if p =2 and w is identically 1, then we get the standard CAT(0) metric on A(II).
This contractible, as we note in Section 18.

We now finally get to:

Proof of Proposition 17.1.3. The CW topology and the standard CAT(0) metric
topology are homotopy equivalent. Since the latter is contractible, so is the former.
O

Proof of Proposition 17.1.7. The CW topology and the o, metric topology are
homotopy equivalent. Since the former is contractible by Proposition 17.1.3, so is
the latter. O

Proof of Proposition 17.1.8. We suppose that w(W;) > n > 0 for alli € Z. In what
follows it will be convenient to view A(IT) as a subset of A = [Licz[0, w(W5)], with
0 € A(II).

Let (z,)nen be a cauchy sequence in A(II) with respect to the metric o, hence
also with respect to p. We can assume that p(z,,,z,) < n/2 for all m,n. Since
(i )p is cauchy, we have m;x, — y; for some y; € [0, w(W;)]. Let y = (y;)ier € A.
Write Z =ZyUZy UZy, where Zy = {i € Z |y, =0}, Iy = {i € Z | y; = w(W;)}
and Zo, = Z \ (Zo UZ;). Note that Z; is finite (since p;(mzo,y;) < n for all i, so
7 € Z(0, 20))-

Let © C WU be the set of z € ¥ such that m;z = 0 for all i € Zy and m;z = w(W;)
for all i € Z;. Then © convex in ¥, and isomorphic to 7 (Z).
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We claim that © C II. Since II is assumed to be small, it then follows that Z,
is finite. It in turn follows that p(x,,y) — 0, and so y € A(Il) and so (z,), is
convergent.

To prove the claim, let J C Z, be any finite subset. For all sufficiently large n,
iy, lies in the interior of [0, w(W;)] for all i € J. Therefore the corresponding cell
of A(W) lies in A(IT). O

17.3. Subdivisions.

We make a few observations about subdivisions of cube complexes.

First consider a finite totally ordered set, ¥ = {xg,z1,..., 2}, with m > 2
and 79 < 71 < -+ < Tp,. Write 08 = {xg,2,,,}. Let W; be the wall crossing
€j = {7j_1,7;}, so that W(X) = {Wy,..., W, }. Write ¥ = []'", ¢;. Then A(X)
is a path in the 1-skeleton of A(W), which we can identify with the real interval
A(0Y). Given any map, w : W(X) — (0,00), and p € [1,00], let p,, be the IP-
metric on A(X) defined above. Then the 1-cells of A(X) are respectively isometric
to the real intervals [0, w(WV;)]. We see that in the induced path-metric, o, ,, A(X)
is isometric to the real interval [0, o(zo, Z,)], With o(zo, 2m) = Y72, w(Wj).

More generally, suppose ¥ = []_, X;, where %; is a non-trivial finite totally
ordered set. Then @ := [[I_, 0¥; < X is an n-cube. We have W(X) = | |I_, W(%,).
We can identify A(X) = A(Q), by using the above construction on each factor ¥;.
Given w : W(X) — (0,00) and p € [1, 00|, we can define the metrics p,,, and oy, .
In the metric o, ,, A(X) is an {P-product of the real intervals A(X;) = A(JL;).

Finally suppose that II is a discrete median algebra and A < II is a subdividing
subalgebra, as defined in Subsection 11.10. By Lemma 11.10.1, we can write II =
UQec( A (@), where each ¥(Q) is a direct product of finite totally ordered sets.
By the above, we can identify each A(X(Q)) with A(Q), and so identify A(IT) with
A(A). If TT is a discrete median metric space, then we get an induced median metric
on A. If p € [1, oo] we see that in the respective [P path-metrics o, the identification
of A(IT) with A(A) is an isometry. In short, subdividing a cube complex does not
change the induced path metric. (We have only described this for CCAT(0) cube
complexes, though a similar observation holds for cube complexes in general.)

17.4. Subalgebras.

We finish this section with following result which shows how cube complexes
feature prominently in the theory of median metric spaces more generally.

Proposition 17.4.1. Let M be a geodesic median metric space, and let II < M be
a discrete subalgebra. Let A = A(IT) D 11 be the realisation of 11 with the I metric.
Then the inclusion of Il into M extends to an isometric embedding of A into M.

Note that such an isometric embedding is necessarily a median monomorphism.

Proof. We first extend the inclusion to the 1-skeleton of A. Let a,b € II be adjacent
in II, so that [a,b]a is isometric to a real interval of length p(a,b). Since M is
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geodesic, there is an isometric embedding of [a,b]a into [a,b]y fixing a and b.
Moreover, we can choose these embeddings so that if o', b’ € II is parallel to a,b,
then the respective embeddings commute with the translation of [a, b|a to [/, V]a
and the translation of [a, by to [@/, 0]y, (Just do this for one edge, a,b, in each
parallel class to begin with, and then compose with translations.)

Now let @ be an n-cell of II. By Lemma 10.3.5, we can identify A(Q) :=
hulla(Q) = [[, D; and hully(Q) = [[_, Di, where D; = [a;,b;]a and D} =
[a;, bi]p, and where a;, b; are 1-faces of . We have defined embeddings D; < D,
so these combine to give us an embedding A(Q) < M. Since the maps on the
1-skeleton commute with translation, these maps are consistent. Assembling these
embeddings, we get a map, f : A — M, with f|II the inclusion map. This is
isometric on each cell, and hence 1-lipschitz. It remains to check that it is an
isometric embedding.

Let z,y € A. We can find a,b € II so that a.z.y.b holds in A. Now py(a, fz) <

pA((l,ZL‘), pM(bv fy) < pA<b7y) and pM(fI7fy> < pA(xuy)' Also:

pala,b) = pryla,b) < pyla, fo) + pu(f, fy) + pa(fy, )
< pala,z) + pa(z,y) + pa(y, b) = pala,b),

so we have equality throughout, and py(fz, fy) = pa(x,y) as required. O

18. THE CAT(0) PROPERTY

We begin with a brief review the general notion of a CAT(0) (or locally CAT(0))
space. The idea is to capture the notion of non-positive curvature in purely metric
terms.

We give some results relating median convexity to metric convexity. We finish
with a geometric proof that the 1-skeleton of a CAT(0) cube complex is a median
graph. Put together with the general Cartan-Hadamard Theorem for CAT(0)
spaces, this gives another proof of Theorem 16.2.3.

18.1. Definition and basic facts.

In what follows we write o for the euclidean (I?) metric on R?.

Let (M,o0) be a metric space. Given a,b € M, write I,(a,b) = {x € M |
o(a,b) = o(a,z) + o(z,b)}. A kite in M is a 4-tuple, (a,b,c,d), of elements of
M such that d € I,(a,b). (This is not standard terminology.) A comparison
kite for (a,b,c,d) is a kite, (a/,, ', d’), in the euclidean plane, (R? og), such that
op(d, V) =o0c(a,b), op(t/,d) =oc(b,c), og(d,d') =0o(c,a), op(d,d) = o(a,d) and
(then necessarily) og(V/,d") = o(b,d). It follows from the triangle inequality in M
that such a comparison kite always exists. Moreover, it is unique up to isometry
of R%. In particular, the quantity, og(c,d’) is well defined. (Of course, one could
write down an explicit formula in terms of the other distances involved. But there
is little point.)
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Definition. We say that the kite (a,b,c,d) satisfies the CAT(0) condition if
op(d,d) <o(cd).

Definition. A CAT(0) space is a geodesic metric space in which every kite sat-
isfies the CAT(0) condition.

Examples of CAT(0) spaces are Hadamard manifolds (simply connected complete
riemannian manifolds of non-positive curvature). One can also construct many
examples as euclidean (or hyperbolic) polyhedral complexes, as we will mention.

We list a few basic properties of CAT(0) spaces.

Any CAT(0) space, (M, o), is uniquely geodesic — that is, there is a unique
geodesic connecting any two points, a,b € M. Its image is I,(a,b). Any local
geodesic (that is a path that is geodesic on some neighbourhood of any point in the
domain) is a (global) geodesic. Any CAT(0) space is contractible. The completion
of a CAT(0) space is CAT(0). One can associate a canonical boundary, 9M, to M,
and equip M LI OM with a canonical hausdorff topology, such that M is open and
dense in M LUOM, and the subspace topology on M agrees with the original metric
topology. Since this space is not a disjoint union topologically, it is more usual to
write it as M U JM. If M is proper (that is, complete and locally compact), then
M UOM (hence also OM) is compact.

As with median algebras, a notion of convexity plays a central role.

Definition. A subset, C' C M, is metrically convex if I,(a,b) C C for all
a,b C C.

This is usually just termed “convex”, but will later want to distinguish it from
median convexity. We will for the moment drop the “metrically”.

Clearly intersections of convex sets are convex, so it makes sense to talk of
“convex hulls”. The closure of a convex set is convex. A CAT(0) is space is locally
convex: that is every point has a base of convex neighbourhoods (which we can
take to be closed). More generally, we say that a subset C' C M is locally convex
if every point of C' has a convex neighbourhood U such that C' N U is convex. It
turns out that a subset C' C M is convex if and only if it is connected and locally
convex. If C is convex, and x € M, then there is at most one “nearest” point
y € C (that is which minimises p(x,y)). If such a point exists for all x € M, then
we have a nearest-point projection, w : M — C'. Such a projection is necessarily
1-lipschitz.

Definition. We say that a metric space, M, is locally CAT(0) if every point
x € M has a neighbourhood U > z, such that any kite in U satisfies the CAT(0)
condition.

One can show that any simply connected geodesic space which is locally CAT(0)
is (globally) CAT(0). This is a version of the “Cartan-Hadamard Theorem”.

As an example, any non-positively curved riemannian manifold is locally CAT(0).
Now any complete riemannian manifold is geodesic, and it follows that any Hadamard
manifold is CAT(0), as we observed above.
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Of more direct interest here is the fact that one can construct locally CAT(0)
spaces by gluing together euclidean polyhedra so as to form a euclidean polyhedral
complex. The local CAT(0) condition turns out to be equivalent to a condition on
the link of every cell (viewed a spherical polyhedral complex). If the complex is
simply connected, then it will be (globally) CAT(0). We note that by Dowker’s
Theorem [Do], simple connectedness is the same whether interpreted in the metric
topology or the CW topology (see Lemma 17.2.4 here).

This is a very general construction, and there are numerous accounts of it — see
the Notes to this section. Here we shall focus on the case of cube complexes.

Let ' be a connected graph. Let G be a cubical structure on I', as defined in
Subsection 16.3. We can construct a cell complex, A(T",G), as follows. For each
G € G, we take a copy of A(G) := A(Q), where @ is the vertex set of G, and glue
these together according to the combinatorial structure. More precisely, if G’ is a
face of G, then we identify A(G’) as a subset of A(G). The transitive closure of
this relation is an equivalence relation on the disjoint union | |,.; A(G), and we
take the quotient. The quotient topology is the same as the CW topology, but we
are more interested here in A(I",G) as a metric space.

Let us suppose that we have a metric, o, on A such that (A(', G), o) is a geodesic
space, and such that the induced path-metric, o¢, on any cell, G € G, A(G) C A, is
euclidean. More precisely, if G € G, then (A(G), 0¢) is isometric to the euclidean
metric, og, on [, [0,r;] € R", for some ry,...,r, > 0.

The link condition alluded to above can now be made more precise:

Theorem 18.1.1. (A(T',G),0) is locally CAT(0) if and only if (I',G) is locally
CCAT(0).

Recall that “locally CCAT(0)” was defined in Subsection 16.3, to mean that the
link of every vertex is a flag simplicial complex. (This is, in fact, equivalent to
saying that the link of every cell is a flag simplicial complex.)

Theorem 18.1.1 was proven by Gromov. There are now numerous accounts of it
(see the Notes to this section). We will not reproduce this here.

As we observed in Subsection 16.2, simple connectedness of A is equivalent
to a combinatorial condition. We defined “CCAT(0)” to mean that A is simply
connected and locally CCAT(0). We therefore have:

Theorem 18.1.2. (A(T',G),0) is CAT(0) if and only if (T',G) is CCAT(0).

Now by Proposition 16.3.1, we see that I' is a median graph, and so by Lemma
16.1.2, it has the form I' = I'(II) for a discrete median algebra II. Retrospectively,
we see that A(T, G) is the realisation, A(II), of a discrete median algebra. Moreover,
IT has median metric, p, for which that o has the form o, 2 as discussed in Section
17, where w is the width function.

Note that the above applies to any such metric, o, on A(I',G) (and so, the
property of being CAT(0) is in fact independent of this choice). One particular
such metric is obtained by giving each cell the structure of a unit euclidean cube:
the “standard” CAT(0) structure. Here the width function is identically 1.
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18.2. Hyperplanes and convexity in CAT(0) cube complexes.

So let us suppose that we are in the situation of Theorem 18.1.2. Thus, A = A(II)
is a CAT(0) cube complex, with CAT(0) metric o, and median metric p. By default,
the metric we use will be o, and the topology will be that induced by o.

A key notion in the study of such cube complexes is that of a “hyperplane”,
which cuts the space into two “halfpaces”. This can be thought of as a geometric
interpretation of a wall in this context.

Let W € W(II), and let £(W) be the parallel class consisting of all those 2-
cells of II which cross W. Given e € E(W), we can write A(e) = [e7, eT], where
e N W= = {e*}. There is an isometry, ¢ : A(e) — [0,w(W)], with ¢(e”) = 0 and
tet) = w(W), where w(W) = p(e”,eT) = o(e,e™) is the width of the wall .
Let my = towa(e) : A — [0,w(W)], where wa) is the gate map to A(e). This
is a median epimorphism. Since all cells of £(W) are parallel, this is well defined,
independently of the choice of e (see Lemma 11.5.1). Recall that A(IT) embeds in
to A = [ Twewn [0, w(W)], so that my is the projection to the [0, w(W)] factor.
The median metric p is the induced ! metric.

Let t € (0,w(W)). We write H~ = 7,/ [0,t), H™ = m;/[0,t], H" = 7y (¢, w(W)]
and H* = 7} (t,w(W)]. These are all median convex. We generally refer to them
as generic halfspaces. In particular, {H~, H*} and {H~, H*} are both walls
of A. Tt is easily seen that H¥ is the closure of H*. (It is also the closure with
respect to the metric p, and also with respect to the CW topology.) We write
P = H- N H*. This is referred to as a hyperplane. It is also convex, and the
common boundary of H~ and H™.

Lemma 18.2.1. The halfspaces, HT and H* are metrically convex.

Proof. We just outline the proof, since this is a standard fact about CAT(0) cube
complexes.

It’s enough to deal with H*. Since H' is median convex, it is connected. By
the general property of convexity in CAT(0) spaces mentioned earlier, it’s enough
to show that H™ is locally metrically convex. Again, it’s enough to check this at
points in its boundary, namely P.

So let x € P. Now z has a neighbourhood, U, isometric to an [? product,
D x (—e,€), where D is a geodesic space and (—e¢, €) is a real interval, and such that
H*™NU corresponds to D x (0, €) under this isometry. (Consider a neighbourhood
of z in A D A, where (—¢,€) arises from an interval in the [0,w(W)] factor.) In
the [* metric, D X (0, €) is metrically convex in D X (—¢,€). d

Lemma 18.2.2. Ifa,b € A are distinct, there is a generic halfspace, H C A, with
a€ Handbe H* := A\ H.

Proof. Consider the embedding A € A. There is some W € W(II) such that
mwa # mwb. Choose some t € (mya, myb) C [0,w(W)], and let H = 7,,[0,¢). O

Lemma 18.2.3. Ifa,b € A, then I,(a,b) C [a,].



MEDIAN ALGEBRAS 191

Proof. Let ¢ € A\ [a,b]. By Lemma 18.2.2, there is a generic halfspace, H, with
abc € H and ¢ € H*. Since H* is median convex, a,b € H. Since H is metrically
convex, I,(a,b) C H. Therefore, ¢ ¢ I,(a,b). O

This can be rephrased by saying:
Corollary 18.2.4. Any median convex subset of A is metrically conver.

It also follows that any o-geodesic in A is monotone (with respect to the median)
hence also a p-geodesic up to reparameterisation.

There is a partial converse to Corollary 18.2.4. By a subcomplex of A, we
mean a subset of the form A(D) := U,cp A(Q), where D C C(II). We can assume
that D is closed under inclusion. It’s easily seen that any subcomplex is closed in
the metric topology. We note:

Lemma 18.2.5. A geodesically convex subcomplex of A is median convez.

Proof. We write the subcomplex as A(D) as above. Recall from Subsection 10.1
that we can embed II as a subalgebra of a hypercube, W.

We first claim that D = C(Il', V), where II" C II is the set of 0-cells (singleton
elements) of D. (As in Subsection 10.2, C(I', V), denotes the set of cells of ¥
contained in II'.) Certainly C(Il', ) C D. For the reverse inclusion, let @ € D.
Consider the euclidean geodesic connecting two antipodal corners of @ in A(Q).
This is a local o-geodesic hence a global o-geodesic (since o is CAT(0)). This must
lie in A(D) by metric convexity. Since its midpoint lies in the interior of A(Q), it
follows that () € D. This proves the claim.

We now claim that II' is convex in II. By Lemma 11.4.4, it is enough to show
that IT" is 1-path-connected and locally convex in II.

The fact that D is 1-path-connected is a simple consequence of the fact that
A(D) is path-connected: take any path between any two given O-cells in A, and
consider the sequence of cells of A which it passes through.

For local convexity, suppose that @ = {a,b,c,d} is a 2-cell of II with a,b,c € I’
and with d antipodal to a. As above, the euclidean geodesic from b to ¢ in A(Q)
lies in A(D) and so Q € D, so @ C IT'. This proves local convexity.

We have shown that A(D) = A(Il', ¥), and so it is convex in A = A(IL, ¥) by
Lemma 10.2.2. U

An important special case of the above is the “standard” CAT(0) metric on
A, already alluded to in the previous subsection. This is defined by deeming the
width of each wall to be equal to 1, so that A = [0, 1]V and each cell of A is
isometric to a unit euclidean cube in the induced path metric (and indeed in the
induced metric). Here is usual to take hyperplanes to be the mid-hyperplanes: that
is taking t = % In this way, the mid-hyperplanes are in bijective correspondence
with the set of walls of A, and the family of such hyperplanes is preserved under
any automorphism of A (that is, induced by an automorphism of II).
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18.3. Another description of the equivalence with median graphs.

Let us now go back to the earlier discussion, where we started from a connected
graph, I', with a cubical structure, G, and constructed a complex A(II). In showing
that the 1-skeleton is a median graph, we invoked Proposition 16.3.1, whose proof
(in this direction) relied on Theorem 16.2.3. The combinatorial proof of Theorem
16.2.3 was a bit of a rigmarole, which occupied all of Subsection 16.2. However,
with the help of CAT(0) geometry, we can now give another, quite different, proof.
This shows directly that the combinatorial metric on V(I') is a median metric,
without invoking Lemma 16.1.1 or Proposition 16.1.3.

To this end, we give another criterion for a graph to be median.

Let I' be a connected graph. Let IT = V(I') be the vertex set, and E(I") be edge
set.

Suppose we have a partition of E(I') as E(I') = | |;;;c),, £(W), indexed by some
set W. We refer to the elements of W as walls. We assume:

(G1): For each W € W, no two elements of £(W) are adjacent. Moreover, &
separates [' into two connected subgraphs.

We denote the subgraphs (arbitrarily) as T=(W) and T'F(W). We write W* =
IINTE(W). Thus, W = W~ UW*. We refer to W~ and W+ as halfspaces. We

assuine:

(G2): For each W € W, there are retractions, wyy, : I' — I'"(W) and wi}, : ' —
I'"(W), both of which collapse each edge of £(W) to a point.

By a “retraction” we mean that wi, is the identity of I'*(1W) and sends each
edge of I' to either a vertex or an edge. In particular, it restricts to a map wviv :
II — W*. This is 1-lipschitz with respect to the combinatorial metric, p := pr.
Note that any geodesic in I" meets each £(IV) in at most one edge, in which case
we say that it “crosses” W. In particular, we see that W= is “convex” in the sense
that any geodesic in I' with both endpoints in W# lies entirely in I'=(W). It follows
that pr+ ) is the metric p restricted to I=(W).

Given a, b € TI, we write a|yb to mean that {a, b} meets both W~ and W+. We
write W(a,b) = {W € W | a|wb}. Note that any geodesic from a to b crosses
precisely the walls of W(a, b). In particular, we have p(a,b) = #W(a,b), and so if
a # b, W(a,b) # @. Note also that W(a,b) C W(a,c) UW(c,b) for all a,b,c € II.

We write [a,b], = {x € IT | p(a,b) = p(a,z) + p(x,b)}. From the above, we see
that ¢ € [a, b], if and only if W(a,c) N W(c,b) = @, and if and only if W(a,b) =
W(a,c) NW(c,b). Also, [a,b], is the intersection of all halfspaces containing a and
b.
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We need one additional assumption:
(G3): Suppose Wi, Wy € W and W N W5~ # @. Then wy,—(Wy) = Wy N5

Note that if I' = T'(IT) is a median graph, then the above conditions are satisfied
with W(II) the set of walls, £(W) the set of edges crossing W, and w3, the gate
map to W*. There were all described in Subsection 11.5.

We want to prove the converse. In other words, we assume (G1)-(G4) and want
to show that #([a, b], N [b,c], N [c,al,) =1 for all a,b,c € 1I.

To show uniqueness, suppose m,m’ € [a,b], N [b,c], N [c,a],. There is some
W e W with m € W~ and m’ € W*. We can suppose that a,b € W~. But then
m' C [a,b], € W™, giving a contradiction.

For existence, we first note the following. Suppose a,b € II and W; € W(a,b).
Then wyy, ([a,b],) € [a,b],. To see this, let m € [a,b],. We can suppose a € W™,
If wy, m ¢ [a,b],, there is a wall Wy € W with a,b € W5 and wy,m € W5, But
now Wi MW, # &, and so by (G3), wy, m € Wi~ N Wy, giving a contradiction.

Now suppose a, b, ¢ € II. Choose m € [a, ], so as to minimise p(c, m). We claim
that m € [a, c],. For suppose not. Then there is some wall W € W with a,c € W~
and m € W*. Thus, b € W*. By the previous paragraph, wy,c € [a,b],. Since
wyy s a retraction, and collapses each edge of £(W), we have p(c,wym) < p(c,m)
contradicting minimality. This proves the claim. Similarly, m € [b, ¢|,. This shows
existence.

We have verified that V(I") is a median metric space, and so I" is median graph.

In summary, we have shown:

Lemma 18.3.1. Let I' be a connected graph. Let E(W) = | |yepn EW) be a
partition of the edge set, together with a family of maps, w‘jfv for W e W, satisfying
(G1)-(G3) above. Then T' is a median graph.

If fact, we see retrospectively that YW = W(II) is the set of walls of II as origi-
nally defined, £ is the set of edges crossing W, and w‘jfv is the gate map to W+,

We now apply this to graphs with a CCAT(0) structure.

Let (I'; G) be CCAT(0). We put a path metric o, on A := A(T", G) using piecewise
cellular paths, as described in Section 17, so that each cell is isometric to a unit
euclidean cube. This is a geodesic metric. By Theorem 18.1.2, (A, o) is CAT(0).
We now invoke some standard constructions from the geometry of CAT(0) cube
complexes.

We first note that if K C A is any metrically convex subcomplex, we have a
nearest-point retraction, wg : A — K, which is 1-lipschitz and sends cells to cells.
In particular, it restricts to a 1-lipschitz retraction, I' — I' N K. If K’ is another
such metrically convex subcomplex with K N K’ # @&, then wg(K') = K N K.

For example, we can construct a family of mid-hyperplanes. Each 1-cell of A
meets exactly one such hyperplane (at its midpoint). Such a hyperplane, P, is
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metrically convex, and cuts A into two convex “halfspaces”. The union of all cells
of A contained in such a halfspace is a convex subcomplex of A. (We have removed
a “collar” of the form P x (0, 3) from the halfspace.)

We now see that I' satisfies properties (G1)—(G3) above, and conclude, by Lemma
18.3.1, that I' is a median graph.

19. SPACES WITH MEASURED WALLS

There is a kind of duality between median metric spaces and “spaces with mea-
sured walls”. These generalise the notion of “spaces with walls” (the discrete case)
discussed Subsection 9.4. To some extent this is an elaboration on the duality
we described there. The main results here in this regard are Theorem 19.2.8 and
Propositions 19.2.9 and 19.2.10.

The notion of a space with measured walls was introduced in [CherMV], and
the connection with median metric spaces is explored in [ChatteDH]. One of the
main motivations has been its connection with the Haagerup property of groups.
(See the Notes to this section.) Some of the constructions have their origins in
the work of Sageev [Sa], which introduces a generalisation of the Bass-Serre theory
of group splittings, where trees are replaced by CAT(0) cube complexes. We give
more background to these ideas in the Notes to this section.

There are many natural examples of spaces with measured walls, in addition to
those arising directly from median metric spaces. We give a few examples at the
end of this section. First, we recall some basic definitions from measure theory.

19.1. Definitions.

Let W be, for the moment, any set. (We will eventually think of it as a set of
“walls” in some sense.) Let P(WW) be its power set, thought of as a boolean algebra.
Recall that a subset, R C P(W) is a ring (in the sense of measure theory) if
AAB e R and ANB € R for all A,B € R. (That is to say, it is a subring of
P(X) with its structure as a boolean ring.) Note that AUB = AA BA(ANB),
and so any ring is a sublattice of P(W), hence also a median subalgebra of P(W).
We will generally assume that R # &. (Since AA A = &, this is equivalent to
saying that @ € R.)

Let p: R — [0, 00]. We say that u is finitely additive if u(@) = 0 and pu(AU
B) = p(A) 4+ p(B) for all disjoint A, B € R. (Here we adopt the convention that
t+00 = oo for all £ € [0,00].) We say that it is o-additive if in addition, p(A,) —
p(A) for any increasing sequence, (A, )nen in R, for which A := ;- , A, € R. We
say that p is finite if u(A) < oo for all A € R. (The requirement that p(@) =0
is almost redundant here. It is just to rule the case that p(A) = oo for all A.)

A o-ring, M, is a ring which is also closed under countable increasing unions.
We say that a function p : M — [0,00] is a measure defined on M if it is
o-additive.

Given aring, R, let M(R) be the o-ring generated by R. One can show that any
finite o-additive function on R extends uniquely to a measure defined on M(R).
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We note that one could go one step further and extend p to a complete measure,
w: M — [0, 00|, where M’ is a o-ring containing M. This means that if A € M’
with u(A) =0 and B C A, then B € M’ (so also, u(B) = 0).

Of course, the above statements can be made more general, but this is all we
will need here.

Now let X be any set, and let £(X) be the set of proper partitions of X into
two non-empty subsets. Let W C L(X) be any subset. (We think of elements of
W as “walls”.) We say that W € W separates z,y € X if x and y lie in different
elements of the partition. We write W(x,y) C W for the set of walls separating x
and .

Definition. A space with measured walls (X, W, M, 1) consists of a set X,
a subset W C L(X), a o-ring M C P(W) containing W(z,y) for all z,y € X,
and a measure p : M — [0, 00] defined on M such that p(W(z,y)) < oo for all
x,y € X.

We will refer to an element of a wall, W € W, as a halfspace. We will generally
denote the set of all halfspaces by H. This is a subproset of the proper power set,
Po(X) :==P(X)\ {2, X}.

19.2. Duality with median metric spaces.

Our first aim is to show that a median metric space canonically admits such a
structure, where WV is the set of all walls as we originally defined them. To this
end, we will first construct a finitely additive function on the ring generated by all
sets of the form W(x,y), where W(z,y) C W is the set of walls separating =,y
in the original sense defined in Subsection 8.1. (In fact, this is sufficient for most
of what we do here.) We can then apply general results to extend it to a genuine
(complete) measure on a o-ring.

In the following discussion, it is convenient to adjoin the trivial partition, {&, M},
to the set of walls, W(M) of a median algebra, M. We write W (M) = W(M) U
{{@,M}}. In this way, if N < M is any subalgebra, we have a natural map
W>(M) — W>(N), just by intersecting the elements of a partition with N.
(This is just for expository convenience. The trivial partition does not play any
significant role in what follows.)

First, we consider the discrete case.

Recall (from Subsection 13.2) that if (II, p) is a discrete median metric space,
then to each wall W € W(II) we have associated a “width”, wr(W). Let R(II)
be the ring of finite subsets of W(II). Given a finite subset, A C W(0O), we set
pr(A) = > eqswn(W). Clearly this is finitely additive (hence also o-additive).
Note that if z,y € II, then p(z,y) = un(W(x,y)). In this case, M(II) consists
of the set of all countable subsets of W(II). (A special case is where p is the
combinatorial metric on II. In this case, u(A) = #A for all A € R(II). This
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extends to the counting measure p : W(II) — NU{oo}, by setting p(A) = oo for
all infinite A.)

Now let © be a finite median metric space, and II < © be a subalgebra. We
have a natural map, r : W>(0) — W>(II). If W € W(II), then by definition,
wp(W) = p(x,y) for any 1-cell, {x,y} of II, which crosses W. By construction,
r (W) = Wel(x,y), and so wn(W) = > {we(W’) | pW’ = W} = pe(r—'(W)).

From this, we get:
Lemma 19.2.1. up(A) = ue(r—tA) for all A C W(II).

Now let M be any non-empty median algebra. A wall-interval is a subset
of W(M) of the form W(z,y) for some x,y € M. (This includes &, setting
x =vy.) Given a subset Y C M, let R(M,Y’) be the ring of POW(M)) generated
by {(Wu(z,y) | z,y € Y}. Let R(M) := R(M, M) be the ring generated by all
wall-intervals.

(Note that this agrees with the earlier definition when M is discrete — in this
case, every singleton of W(M) is a wall-interval.)

Lemma 19.2.2. If A € R(M), there is a finite subalgebra, 11 C M such that
AeR(M,II).

Proof. We can write A as a finite expression involving the binary operations, N
and A, with arguments of the form W(z,y) with z,y € M. Let Y C M be the
set of such z,y featuring in this expression. Let IT = (Y) be the subalgebra of M
generated by Y. Then A € R(M,Y) C R(M,II). O

Suppose A € R(M,II), and let p : W (M) — W>(II) be the natural map.
Lemma 19.2.3. p~ipA = A.

Proof. If x,y € II, then Wy (z,y) = p~"Wh(z,y), and so p~'pWu(z,y)) =
Wir(z,y). Note also that the property that p~!pA = A is closed under the opera-
tions N and A. O

(Note that this implies that any element of R(M) is a finite disjoint union
wall-intervals. This is because, in the above notation, A = |_|Wep 4D 'W, and
p W = Wy (x,y) where {z,y} is any 1-cell of II crossing W.)

Now suppose that (M, p) is a median metric space.

If A e R(M,II), for I < M finite, then we set u(A,1II) := pn(pA), as defined
above.

Lemma 19.2.4. Suppose II,1I" < M are finite subalgebras. If A € R(M,II) N
R(M.II'), then p(A,1I) = p(A,1I).

Proof. Let © = (ITUII'). Then A € R(M,0). We have maps ¢ : W®(M) —
W>(©) and r : W*(O©) — W>(II). The composition, rq, is the natural map
W> (M) — W>(II). By Lemma 19.2.3, A = p~'pA = (rq)"'pA = ¢ 'r~'pA, and
so gA = r~!(pA). By Lemma 19.2.1, we have u(A, 1) = up(pA) = pe(r~(pA)) =
po(qA) = u(A, ©). Similarly, p(A, 1) = p(A, ©). O
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Given A € R(M), we can now define p(A) := p(A,II), where II < M is any
finite subalgebra with A € R(M,II), as given by Lemma 19.2.2.

Lemma 19.2.5. Let A, B € R(M) be disjoint. Then (AU B) = u(A) + u(B).

Proof. Let A € R(M,1I), B € R(M,Il') and set © = (ITUIT"). Then A, B, AUB €
R(M,0©). By definition, u(A) = pe(qA), u(B) = pe(¢B) and pe(AU B) =
pe(q(A U B)). Now ¢ 'qA = A and ¢ '¢B = B, and so qA N gB = &, so
(AU B) = pe(qAU ¢B) = ne(qA) + pe(gB) = u(A) + u(B). O

(Another way to view this is that, following the observation after Lemma 19.2.3,
we can write A = Wy (1, 91) U - U Wy (2, yn), where z;,; € M. For any such
expression, we have pu(A) = > " | p(z;,v;). This also implies that g is the unique
extension to a finitely additive function on R(M).)

Finally note that if z,y € M, then Wy (z,y) € R(M,II), where II = {z,y}.
Now the natural map from W>(M) to W>(II) sends all of Wy, (z,y) to the single
element of W(II). This has width p(x,y). Thus, u(W(z,y)) = p(z,y).

In summary, we have shown:

Proposition 19.2.6. Let (M, p) be a median metric space. Let R(M) C P(W(M))
be the ring generated by wall-intervals. Then there is a unique map pu: R(M) —
[0,00), such that p(AU B) = pu(A) + u(B) for all disjoint A, B € R(M), and such
that ({(Was(z,9)) = pla, ) for all 2,y € M.

To obtain a genuine measure, we need to verify o-additivity.

Suppose again that M is any median algebra. Recall from Subsection 7.5 that
W (M) has a natural topology as a compact totally disconnected space. In this
topology, W(z,y) is a clopen subset for all x,y € M. It follows that all elements
of R(M) are clopen. In particular, we deduce:

Lemma 19.2.7. Let (A,)nen be a decreasing family of non-empty elements of
R(M). Then ()~ An # @.

In particular, it follows that if (A,,),en an increasing union of sets in R(M) with
A= 7" A, € R(M), then A, = A for all sufficiently large n. This is much
stronger that what we need to see that o-additivity holds. Therefore we get:

Theorem 19.2.8. Let (M, p) be a median metric space. Let M C P(W(M)) be
the o-ring generated by wall-intervals. Then there is a unique measure j : M —
[0, 00], such that pW(x,y)) = p(z,y) for all x,y € M.

As noted earlier, we could further extend p to a complete measure.

We also note that this construction can be adapted to a submedian space: that
is a metric space S that can be isometrically embedded into a median metric space
M. Let W(S) be the set of bipartitions of S which are induced by some wall
W e W(M). (That is to say, it has the form {SN W=, SN W}, with both these
sets non-empty.) Given A C W(S), let let Ay; € W(M) be the set of walls in-
ducing some element of A. We deem Aj; to be measurable if A is, and set their
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measures to be equal. This gives a measure on W(S), though it might depend on
the embedding into M.

We now consider how to go in the opposite direction, and construct a median
pseudometric space from a space with measured walls.

Let X be a set, and let Py(X) := P(X) \ {&, X} be the proper power set with
its structure as a proset (as defined in Subsection 9.1). Given P € Py(X), let
w(P) = {P,P*}. Let L(X) = {n(P) | P € Py(X)} be the set of proper binary
partitions of X mentioned earlier. Thus 7 : Py(X) — L(X) is the quotient map
under the involution [P — P*].

Let W C L£(X) be some subset. Let H = H(W) = 7 'W C Py(X). This is a
subproset of Py(X). In this context, we think of an element of W as a “wall” and
an element of H as a “halfspace”.

As before, we say that W = {P, P*} separates z,y € X if {z,y} N P # @ and
{z,y} N P* # &. We write W(z,y) C W for the set of walls separating = and y.
Let H(z,y) ={H € H |z € H,y € H*}. Thus H(z,y) UH(y,z) = 7 ' W(z,y).

Recall that P(W) is a median algebra, with the usual power-set median. The
following is all we will need to apply our construction.

Definition. A space with weakly measured walls, (X, W, M, 1), consists of a
set X, a subset W C £(X), a median subalgebra, M C P(W) containing W(x, y)
for all all z,y € X, and a function, p : M — [0, 00) such that if A, B € M are
disjoint and AU B € M, then u(AU B) = pu(A) + u(B).

Clearly this is weaker than the earlier definition.

The aim now is to construct a canonical median algebra, A(X), and a median
pseudometric, p, on A(X), together with a natural map 7 : X — A(X) such that
p(n(z),n(y)) = p(W(z,y)) for all 2,y € X.

The construction of A(X) follows from the discussion of Subsection 9.2. Let
F(H) be the set of flows on the proset H. This is a subalgebra of the power set,
P(H). Given z € X, let n(x) = {H € H | v € H}. Thus n(z) € F(H). Let
A(X) = (n(X)) be the subalgebra of F(H) generated by the image n(X). We
thus get a map n : X — A(X). Note that if x;y € X, then by definition,
W(x,y) =n(x) An(y). We aim to put a median pseudometric on A(X).

Given R,S € F(H), then RA S has the form 7= 'L(R,S) for some subset,
L(R,S) € W. Note that if T € [R, S|z, then RNS C T C RUS, and so
RAS=(RAT)U(SAT),and so L(R,S)=L(R,T)UL(S,T).

Given Ry, R, R3, S € P(H) we have

(RiRoRs) AS = (Ry A S)(Re A S) (R A S).

(Recall that taking the symmetric difference with a fixed set gives a median auto-
morphism of a power set.) Therefore

L(R\RyRs. S) = L(Ry, 8)L(Rs, S)L(Rs, S)
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in P(W). Since M is a subalgebra of P(W), it follows that if Ry, Rs, R3,S1, 52,53 €
F(H) with E(RZ,S]) € ./\/l for all i,j, then ﬁ(RleRg,SlsQS;g) € M Also if
z,y € X, then n(x) An(y) = H(z,y) UH(y, x), so L(n(z),n(y)) = W(z,y) € M
by hypothesis. By iterating the median operation, we see that L(R,S) € M for
all R, S € (n(X)) = A(X). We can therefore set p(R,S) = u(L(R,S)). Note that
p(n(z),n(y)) = p(L(n(z),n(y))) = pW(z,y)) for all 2,y € X. Moreover, if R, S €
A(X) and T € [R, S]a(x), we have observed that L(R,S) = L(R,T) U L(S,T), so
by the additive property of u we have p(R,S) = p(R,T) + p(S,T). Thus p is a
median pseudometric on A(X) (see Lemma 13.1.1 and the subsequent remark).
In summary, we have shown:

Proposition 19.2.9. Let (X, W, M, u) be a space with weakly measured walls.
Then there is a canonical map 1 : X — A into a median pseudometric space, A,

such that uW(x,y)) = p(n(x),n(y)) for all x,y € X.

A particular case of interest is when W(z, y) is finite for all z,y € X, and where
M consists of all finite subsets of W. (This is called a “space with walls”.) Given
A € M, we can set u(A) = #A. In this case, iterating the median similarly as
above, we see that RA S is finite for all R, S € A(X). If T € [R, S|a(x) we have
RAS = (RAT)U (SAT). There are only finitely many possibilities for such
T, and so [R, S|ax) is finite. In other words, A(X) is a discrete median algebra.
Moreover, p is the discrete combinatorial metric on A(X).

As a slight generalisation of the above, suppose that w : W — [0, 00) is some
function. Then given A € M, we can set pu(A) = > e, w(W). This gives rise
to a median pseudometric on the same discrete median algebra A(X). Indeed by
Lemma 13.2.5 and the subsequent remark, every median (pseudo)metric on A(X)
arises in this way.

The two constructions we have described are inverses in the following sense.

Suppose that M is a median algebra. In Subsection 9.2, we defined a monomor-
phism n : M — F(H(M)). This agrees with the map defined above on set-
ting X = M and W = W(M). In this case, n(M) is already a subalgebra of
F(H(M)), so by construction, A(M) = n(M). We can therefore identify M with
A(M) via n. If (M, p) is a median metric space, then for all z,y € M we have
p(n(x),n(y)) = uW(z,y)) = p(x,y), so this is also an isometry.

Conversely, suppose that X is any set, and W C L£(X). Let H C Py(X) be the
corresponding set of halfspaces. In Subsection 9.2, we defined a proset monomor-
phism ¢ : H — H(F(H)) by setting ((H) = {R € F(H) | H € R}. Since
this commutes with the involutions of taking complements in X and in H(F(H))
respectively, it descends to an injective map W — W(F(H)).

In fact, some of the argument of Subsection 9.2 can be bypassed here. To see
that ((H) # @ for any H € H, choose any « € H and note that n(z) € ((H). To
see that ( is injective, suppose that H, H' € H are distinct. Up to swapping H
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and H' we can suppose that there is some x € H \ H'. Then n(z) € ((H) \ ((H'),
and so ((H) # ¢(H’). (In other words we can bypass Lemmas 9.2.4 to 9.2.6.)

Now A := A(X) < F(H) is a subalgebra, and we similarly have a map 6 : H —
H(A) given by 0(H) = ((H)NA ={R € A | H € R}. The argument of the
previous paragraph shows that indeed 0( H) # &, and that 6 is injective. This time
we get an injective map ¢ : W — W(A). (This is the map W — W(F(H))
previously defined postcomposed with the natural map W>(F(H)) — W>(A).)

Let H € H, and R, S € F(H). Note that 0(H) € Hy(R,S) <= R€0(H) & S ¢
0(H) & H € S\ R. Thus, §(H) € HA(R,S) UHA(S,R) & H € RAS. We
see that if W € W(A), then §(WW) € Wi (R, S) & W € L(R,S). In other words,
L(R,S) = ¢~ (Wa(R,9)).

Now suppose that we have a measure u on W, defined on a o-algebra in P(W)
containing W(z,y) for all z,y € X. This gives us a median metric, p, on A, which
in turn gives us a measure, uy, on W(A) defined on the o-algebra, M(A), gen-
erated by all wall-intervals of A. If R, S € A, then uy(Wh(R,S)) = p(R,S) =
w(L(R,S)) = u(¢p~'(Wa(R,S))). It now follows that ps(A) = u(¢p~'A) for all
Ae M(A).

We note that one can give a variation on the above construction, which gives
rise to a complete median pseudometric. (In particular, its hausdorffification is a
complete median metric.)

Suppose that (X, W, M, u) is a space with measured walls. Let A(X) be the
set of flows, R, on H such that L(R,n(z)) € M and u(L(R,n(z))) < oo for some,
hence any, z € X. Thus, A(X) is a subalgebra of F(#) containing A(X) (cf. the
discussion of “almost principal flows” in Subsection 9.4). Note that if R, S € A(X),
then L£(R,S) € M (this time, because M is, by hypothesis, a subring of P(W)).
We again set p(R,S) = u(L(R,S)), so that p is a pseudometric on A(X) for the
same reason as before. It agrees with that previously defined on A(X).

We claim that if p is a complete measure on W, then p is a complete pseudomet-
ric. To see this, let (R, )nen be a cauchy sequence in A(X ). We can suppose that
p(Rp, Rps1) < 1/2" for all n. Let D,, = |J.°_, L(Rm, Rmy1) and E = (), D».
Thus, D,, E € M. Now u(D,) <> > (L(Rm, Rmt1)) < 2/2", and p(E) = 0.
Let A € H\7 'E. Then for all sufficiently large n, A ¢ R, A R, 41. In other words,
A eventually lies in R, or in H \ R,. Let S be the set A € H \ 7' E which lie in
R, for all sufficiently large n. This is a flow on H \ R, (since the restriction of R,
to this subproset is a flow). By Lemma 9.2.4, S extends to a flow, R, on H. Now
L(R,,R) C D,, and so L(Ry, R)\ D,, = L(Ro, R,)\ D,,. Thus L(Ry, R)\ D,, € M,
and it follows that L(Ry, R)\ E € M. Also, since u is complete, ENL(R, Ry) € M
and u(E N L(R, Ry)) = 0. In particular (since £ € M) we have L(Ry, R) € M, so
R € A(X). Moreover, p(Ry,, R) = i(L(Ry, R)) < pu(D,) — 0, as required.

In summary, we get:
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Proposition 19.2.10. Let (X, W, M, u) be a space with measured walls. Then
A(M) is a median pseudometric space containing A(M). If the measure, u is
complete, then A(M) is a complete pseudometric space.

The above can be illustrated using R with the standard metric. This is a
median metric space. Here, halfspaces are of the form (oo, ), (—o0,z], (x,00)
or [z,00) for x € R. Given z € R, write W_(z) = {(—o0,x),[z,00)} and
Wi(z) = {(—o0,z], (z,00)}. Thus W(R) = {W_(x),Wi(z) | x € R}. If x < v,
then W(z,y) = {Wi(x), W_(y)} U{W_(2),Wi(2) | = < z < y}. We can think
of W(R) as two disjoint copies of R, and the measure induced is half the usual
Lebesgue measure (restricted to the o-ring of borel sets).

We can describe flows on W(R) as follows. Let S(z) = {(—o00,y), (—00,y] |
y >z} U{(y,00),[y,00) |y < z}. Let Ro(z) = S(x) U{(—00,x],[r,00)}, R_(x) =
S(x)U{[z, 00), (x,00)}, and Ry (x) = S(x)U{(—00, ], (—00, 2)}. Then F(H(R)) =
{Ro(z),R_(x),R,(z) | x € X}. As a median algebra, this is isomorphic to the
direct product R x {—,0,+} via the map [(z,€) — R.(z)] for e € {—,0,+} (where
(x,€) denotes ordered pair). The map R — F(H(R)) is then given by [z — (x,0)]
and A(R) = Rx{0}. One can also check that A(R) = F(R), with p((z, %), (x,0)) =
p((z, =), (x,+)) =0 for all z € R. Tts hausdorffification is naturally identified with
R.

We can do a similar construction with the rational numbers Q. In this case,
W(Q) consists of two copies of Q and one copy of R\ Q. The measure is now
Lebesgue measure. We can identify F(H(Q)) with the median algebra (R x {0})U
(Q x {—,+}), and A(Q) with Q x {0}.

19.3. A construction of a median metric.

One interesting application of these ideas is described in [Ge2]. (Our account
below is slightly different.)

Let M be a median algebra. Given any C' C M, write W(C) ={W € M | W h
C} = Ugpec W(a,b). Note that W(hull(C)) = W(C).

Let (M, W, M, 1) be a space with measured walls, WW. We say that A C M is
wall-finite if W(A) € M and u(W(A)) < co. We write S for the set of all non-
empty wall-finite subsets. From the above observation, this is closed under taking
convex hulls. It is also closed under finite union. For suppose A, B € S are non-
empty. Choose any a € A and b € B. Then W(AU B) = W(A)UW(B)UW(a,b),
and by definition, W(a, b) € M and p(W(a,b)) < oco.

Given A € S, we abbreviate u(A) = u(W(A)).

Suppose A, B € §. We write

0(A, B) = 2u(AU B) - p(A) — u(B).

(It is not hard to check that o(A, B) = u(W(A) AW(B))+2u(W(A|B)), where
W(A|B) is the set of walls separating A and B, though we won’t be using this fact
directly.)
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Suppose A, B,C C M are non-empty. Then W(C) C W(AUC)NW(BUC), and
W(AUB) C WAUC)UW(BUC). Thus, if A, B,C, AUB, AUC, BUC € S, we
have u(AUB)+ u(C) < p(AUC) +pu(BUC), and so 0(A, B) < 0(A,C)+0o(B,C).

Now let K = IC(M) be the median algebra of all non-empty convex subsets of
M, where ABC = {abc | a € A, b € B, c € C}. (This was example (Ex3.4) of
Subsection 3.4.) Let G be a median subalgebra of SN/, such that hull(AUB) € G
for all A,B € @.

Suppose that A, B,C € G and that A.C.B holds. Then C' C hull(AU B) and so
WAUC)UW(BUC)=W(AU B). Moreover, WAUC)NW(BUC) =W(C).
(For suppose W € W(AUC)NW(BUC)\ W(C'). We can suppose that C C W™,
Now choose any a € ANW, be BNWT and ¢ € C. Then abc € CNWT giving
a contradiction.) It now follows that u(AUB)+ u(C) = u(AUC)+pu(BUC), and
so0(A,B) =0(A,C)+0(B,C).

By Lemma 13.1.1, we have shown:

Proposition 19.3.1. ¢ is a median pseudometric on the median algebra, G.

In particular, if u(W(a, b)) > 0 for all distinct a,b € M, then (G, o) is a median
metric space, inducing the given subalgebra median on G.

If (M, p) is a median metric space, and p is the measure on W(M) as given by
Theorem 19.2.8 (so that p(a,b) = u(W(a,b))), then o({a}, {b}) = 2p(a,b) for all
a,b € M. Note that the map [a — {a}] : M — (M) is a median monomorphism.
Therefore, if G includes all singletons, this gives an isometric embedding of (M, p)
into (G,0/2).

It is unclear in general which subsets of M are wall-finite. However, we could
certainly take G to be the set of convex hulls of finite sets, which we have noted is
subalgebra. It is this space which is studied in [Ge2].

19.4. Examples.

Here are some examples of spaces with measured walls.

(Ex19.1): Let E™ be euclidean n-space with the standard geodesic metric, o. Let
W = W(E") be the set of partitions of E" of the form {H,E" \ H}, where H is
a closed euclidean halfspace. Let I',, be the isometry group of E". Then I',, acts
transitively on W. Note that (on identifying E® as E"~! x R) we have (E"~! x
[0,00),E""! x (—00,0)) € W. Tts stabiliser can be identified with T',,_;, and so we
can identify W with the coset space I',,/T",,_1. In this way, W, acquires a natural
[',-invariant measure, y, coming from the Haar measure on the Lie group, I',,. Since
I',, acts transitively on pairs of points any fixed distance apart, we see that there
is a continuous function A : [0,00) — [0, 00), such that u(W(z,y)) = Ao (x,y))
for all x;y € E™. In fact, A(t) = kt for some constant k£ > 0. (To see this, let z
lie on the euclidean geodesic from x to y. Then W(z,y) = W(z, z) UW(z,y) and
o(z,y) =o(x,2)+0(z,y). Wesee that A(t+u) = A(t)+A(u) for all £, u > 0, and the
statement follows easily.) We can therefore normalise so that p(W(z,y)) = o(x,y)
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for all z,y. Applying the above construction, we can embed E" into a median
metric space, (A, p), such that p(z,y) = o(z,y) for all z,y € E".

In fact, A is connected. To see this, recall that, by definition, each element,
a € A, has the form E(n(z1),...,n(zy)), where z1,...,2, € E" and E is a
median expression. Let p € E" be any basepoint. Let «; : [0,1] — E" be a
continuous path from p to x; in E". Then [t — E(n(ai(t)),...,n(an(t)))] is a
continuous path from 7(p) to a in A. In fact, by taking each «; to be geodesic,
one can see that A is contractible. (Note the path is independent of the choice of
median expression: it can be alternatively be described by applying dilations to
E"™ about p.)

The construction of A is canonical, so the action of I',, gives rise to an isometric
action on A. This shows that we have an equivariant isometric embedding of
euclidean space into a median metric space. In particular, the euclidean space E"
is (canonically) submedian.

Note that in the case where n = 1, we can identify A(E') with A(R) = R, as
described in Subsection 9.1.

(Ex19.2): Here is another embedding of E™ into a median metric space, which gives
rise to a more explicit description of A(E™).

Let P = P(E™) be real projective space: the ideal sphere of directions in E" fac-
tored out by the antipodal map. By a “hyperplane” in E" we mean a codimension-1
totally geodesic subspace. Let G = G(E") be the set of such hyperplanes. We give
G a structure as a line bundle, w : G — P, over P, where the fibre G¢ := w™!¢ is
the set of hyperplanes orthogonal to £&. We can identify the set, 33, of (set theoret-
ical) sections of G with the direct product ngp G¢. Now we can view each G¢ as
a median algebra isomorphic to E! = R. This gives ¥ the structure of a median
algebra as a direct product. (In other words, we take the median pointwise on each
fibre.) Note that the set, ¥y = Xo(E™), of continuous sections of G, is a subalge-
bra of ¥. We have a compatible median metric, p, on ¥, defined by the integral
plo,7) = [z |o(§) — 7(§)| d€ with respect to Lebesgue measure on P. (Here |. — |
is just the usual distance on G¢ = E'.) Given any = € E", we have a continuous
section, o(x) € Xy, where o(x)¢ is the hyperplane in G¢ containing x. The map
o : E" — ¥4 is an isometric embedding, modulo some fixed multiplicative factor
depending on n.

We can relate this to Example (Ex19.1) as follows.

Let H = H(E™) be the set of halfspaces of E" with its structure as a space with
measured walls. Thus, an element of H is either a closed or an open euclidean
halfspace in the usual sense. Its boundary is a hyperplane. This gives a natural
map, H — G. Postcomposing with w, we get a map, § : H — P. Write
He = 671(€) € H. This is a subproset of H, isomorphic to H(E'). As such, we
can identify H¢ with H(G¢). As described in Subsection 9.1, we can also identify
Gg with A(G&) Q .F(Hg)
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As a proset, H is a disjoint union | |, He. As in Example (Ex9.2) of Subsection
9.1, we see that F(#) is median isomorphic to [[,p F(He): an uncountable direct
product of copies of F(H(E')). We can identify each G¢ as a subalgebra of F(H,)
(under the embedding ne : G¢ — F(H¢), where ne(t) = {H € He | t € H}).
Taking direct products, we get an identification of G as a subalgebra of F(H).
Recall that, given z € E", we have a section, o(z) : P — G < F(H). Its image
in G is the set of hyperplanes containing x. Identified as a subset of F(H), this
image is precisely the flow n(z) € A(E") C F(H).

More generally, suppose a € A(E™") C F(H). We claim that a is also the image of
a continuous section of G < F(H), which is piecewise of the above form. More pre-
cisely, by definition, we have a € (n(E")), so we can write a = E(n(z1),...,n(xm))
where x1,...,x,, € E", and F is a median expression. Given £ € P, we can evalu-
ate E(o(x1)¢,...,0(x,)E) in Ge to give us some 7(§) € G¢. Since every subset of
G is a subalgebra, we have 7(§) = o(x;()) for some i(§) € {1,...,m}. The map
7 : P — G is continuous section of G, and its image in G < F(H) is precisely the
flow, a. In fact, let U C P be the open dense subset of P consisting of those £ € P
for which the map [i — o(x;){] is injective. Then [£ — i(&)] is well defined and
constant on each component of U. Note that, while there is a choice of the median
expression F, the map 7, := 7 is well defined.

As an example, suppose p is odd, and E happens to be majority vote. (We can
suppose the x; are all distinct.) As a flow, a consists of those halfspaces in H (open
or closed) which contain a majority of the points z;. Identified as an element of
G, it corresponds to those hyperplanes which intersect {z1,...,z,}, and which
have more than half of these points contained in each of the closed halfspaces of
E™ which the hyperplane bounds. This defines a continuous section of G. (See the
discussion of majority vote in Subsection 5.3.)

(Ex19.3): The above description was a bit clumsy, in that each hyperplane of E"
corresponds to two walls of W(E™). This was necessary to conform with the general
definition of a space with measured walls. In practice, we don’t really care very
much which of the two halfspaces of such a wall is closed in E", and which is open.

Instead, let us take 7 = T (E™) be the the set of closed halfspaces of E". This has
the structure of a proset, where < is defined by inclusion as before, and where H* is
now the closure of E"\ H. We can identify 7 /* with GG, and equip it with the usual
measure. Informally, we can think of an element of 7 as a transversely oriented
hyperplane (oriented towards the halfspace) cf. Example (Ex9.4) of Subsection 9.1.

We can now proceed similarly as before. Given z € E", we define a flow,
n(x) € F(T), by orienting each hyperplane towards z. Note that the set of hy-
perplanes containing x has measure 0, so we can orient these arbitrarily. We can
now identify A(E™) with (n(E")) < F(T). In these terms A(E") corresponds to
measurable sections of G.
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(Ex19.4): The construction of Example (Ex19.1) applies equally well to real hy-
perbolic n space, H", with the usual geodesic metric. As before, a “halfspace” of
H" is a non-empty geodesically convex subset which is either open or closed, and
whose complement is non-empty and convex. A “wall” is then an unordered pair,
{H,H" \ H}, where H is a closed halfspace. The space, W(H"), of such walls
similarly admits a canonical complete measure. We can now construct spaces,
A(H") < A(H"), with H" canonically isometrically embedded. As described by
Example (Ex19.3), it is perhaps easier to think in terms of the proset, T, of trans-
versely oriented hyperplanes (similarly defined).

There are a few qualitative differences. In this case, the set of hyperplanes
separating a point of H" from a given hyperplane has positive measure, and this
measure tends to infinity as the distance between them goes to infinity. Suppose
that R € A(H”), thought of as a flow on 7. For any basepoint, x € H", the set
of hyperplanes of R which are oriented away from z all lie at most a bounded
bounded distance, say r, from z in H". Let R; be obtained by reversing the
orientation on such hyperplanes of R which are a distance greater than ¢ from x.
Then [t — R,] : [0,7] — A(H") is a path from 7(z) to R in A(H"). This shows
that the hausdorffification of A(H") is connected. In fact, combining such paths
one can see that it is contractible. R

By related arguments it is shown in [ChatteD] that A(H") is locally compact
(assuming we take the complete measure on the set of walls).

(Ex19.5): We can put a different metric on H", namely the square root of the usual
geodesic metric. It is shown in [FaH] that this space embeds in a Hilbert space. It
follows that it also embeds in an L' space. It is therefore submedian and admits
a structure as a space of measured walls (see Remark 3.23 of [ChatteDH]). The
same applies to complex hyperbolic n-space with the square root of the geodesic
metric (again by [FaH]). These constructions are quite different from our earlier
examples, and do not seem to have such a transparent geometric interpretation.

One cannot apply the same construction to quaternionic hyperbolic space (in
quaternionic dimension at least 2) nor to the Cayley hyperbolic plane, since their
isometry groups do not have the Haagerup property: see the Notes to this Section.
At least, such a construction cannot be equivariant, for this reason.

Various other examples are given in [CherMV] and [ChatteDH].

The median algebras that arise in this context typically have infinite rank, and
so the subject has a somewhat different flavour to much of what we have discussed
in earlier sections. In contrast, the examples that arise as asymptotic cones, as
described in Section 24, are typically of finite rank.
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20. BOOLEAN FUNCTIONS AND MAJORITY VOTE

Median algebras arise in the theory of boolean functions, which explains some
of their interest in computer science. They also give us another way of viewing
Theorem 5.2.3: see Proposition 20.1.2. We describe a connection with logic circuits
in Subsection 20.2. The particular case of “majority vote” is discussed in Subsection
20.3.

20.1. Definitions and connections with median algebras.

Let [x + 2*] be the involution on {0,1}, defined by 0* = 1 and 1* = 0,
commonly referred to as “inversion”. Given z = (z1,...,2,) € {0,1}", write
z* = (z7],...,2%). Given y € {0,1}", write z =< y to mean that z; < y; for all .
Clearly this implies y* < z*. B

An n-ary boolean function is a map f:{0,1}" — {0,1}. The dual, f,of f
is defined by setting f(z) = (f(x*))*. We say that f is self-dual if f = f. We say
that f is monotone of f(z) < f(y) whenever z < y. Note that the dual function,
f , is also monotone.

There is a natural correspondence between boolean functions and subsets of
P(I,), where I, = {1,...,n}. Namely, to a boolean function, f, we associate
the family F, where F' € F if f(z(F)) = 1, where z;(F) = 1 if x € F, and
zi(F) =0if x € F* := I, \ F. Under this correspondence, f is self-dual if and
only if F is a s-transversal: that is exactly one of F' or F™* lies in F for all F' C [,.
Also, f is monotone, if and only if F satisfies property (P2) of Subsection 5.2:
namely if A € F and B € P(I,) with A C B, then B € F. Therefore self-dual
monotone boolean functions correspond to “flows” as defined in Subsection 5.2. In
particular, the set of all self-dual monotone boolean functions corresponds to the
superextension of I,,.

When n = 2, there are six monotone functions, namely, the constant functions:
f =0, f =1, the projection maps: f(a,b) = a, f(a,b) = b, and the minimum and
maximum: f(a,b) =aAb, f(a,b) =aVb. Of these, only the projection maps are
self-dual.

In Subsection 5.4 we gave a complete list of all self-dual monotone n-ary boolean
functions for n < 5 (in their guise as flows). In particular, when n = 3, these
are just the projection functions (f(a,b,c) = a, f(a,b,c) = b and f(a,b,c) = c)
together with the median function: f(a,b,c) = abc.

Here is a key observation:

Lemma 20.1.1. Let f : {0,1}3 — {0,1} be monotone. Then for all a,b,c €
{01}, we have f(a,b,c) = f(ara,c)f(a,b, ) f(c,b,c).

Here, the right-hand side represents the usual median operation in {0, 1}.

Proof. After permuting a,b,c and replacing f by its dual, we can assume that
a=b=0and c=1. Now (0,0,0) < (0,0,1) <(1,0,1), so f(0,0,0) < f(0,0,1) <
f(1,0,1) and so f(0,0,1) = f(0,0,1)f(0,0,0)f(1,0,1) as required. O
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Note that if we hold some of the arguments of a monotone boolean function con-
stant, then the function is monotone in the remaining arguments. We can therefore
apply Lemma 20.1.1 to any three arguments in any n-ary monotone function for
n > 3.

We can also repeat arguments in a monotone function. More formally, suppose
o:{0,1}™ — {0,1}" is defined by setting the ith coordinate of o(z) to be equal
to ;) for some fixed j(i). Then o is monotone and o(z*) = (o(x))*. Therefore,
if f:{0,1}" — {0,1} is monotone, then so is foo : {0,1}™ — {0,1}. If f is
self-dual, so is foo.

Now suppose f : {0,1}* — {0,1} is monotone, and n > 3. Then applying
Lemma 20.1.1 to suitable sets of three variables, and repeating, we can eventually
express f as a median expression, where each entry of the expression has the form
f oo for some o with m = 3 as above. (Here we are using the term “median
expression” in the sense of Subsections 3.3 and 6.1, namely an iterated composi-
tion of median functions.) In other words, in each entry we have substituted the
original arguments, xq,...,x,, of f, so that it features at most three of the z;,
with repetitions. Note that each of these entries in monotone. This shows that
f can be expressed a median expression in ternary monotone boolean functions.
As observed in the previous paragraph, if f is also self-dual, then these ternary
functions are themselves self-dual. Therefore each one of these ternary operations
is either a projection function or the median map. In summary, we have shown:

Proposition 20.1.2. Any self-dual monotone boolean function can be written as
a median erpression in its arguments.

We note that Proposition 20.1.2 is equivalent to Theorem 5.2.3, namely that the
superextension of a finite set is generated as a median algebra by the principal
ultrafilters. This boils down to the same thing, given the correspondence described
above.

An example to illustrate this is the “majority vote” on five variables, a,b, ¢, d, e,
which we denote by (abcde). This is a self-dual monotone quinary function, which
we met in Subsection 5.4.

We have

(abcde) = (aacde){abbde)(cbcde)
= ((aacce){aacdd) (aaede))
({abbae) (abbdd) (ebbde))
((cbebe) (cbedd) {cecde))
= ((ace)(acd)(ade)) ((abe)(abd)(bde)) ((bee) (bed)(cde)).
Of course, one can do better. A more efficient procedure for majority functions is

given in [TSAHD], where the authors derive the formula (abede) = a(bed)((bee)de),
which we mentioned in Subsections 5.4 and 6.2. For the majority on seven variables,
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a,b,c,d, e, f,g, they give the formula: ((abc)((abc)de)f)((def)((def)ab)c)g. We
will give a general formula in Subsection 20.3.

We remark that one can also express these constructions in terms of the structure
of {0, 1} as a boolean ring, mentioned in Subsection 3.4. In these terms, the median
operation is given by ab+bc+ca. One can express any self-dual monotone function
as an iteration of this. For example, one sees that (abede) = abc+ abd+ abe 4+ acd +
ace + ade + bed + bee + bde + cde + abed + abee + abde 4 acde + bede. (Here, of course,
“abc” etc. denotes the product in the ring, not the median operation.) From this
one can verify the formulae given earlier by direct expansion, though clearly this
is a rather laborious way of going about it.

20.2. Clones.

One can express the above statements more formally in terms of “clones” of
boolean functions.

Let ©Q, be the set of all n-ary boolean functions, and let Q = (77, €2, be the set
of all boolean functions. (This includes the two constant O-ary functions, 0 and 1.)
Ifn>i>1, we write m;,, € (2, for projection to the ¢th coordinate. We say that
a subset ¥ C ( is closed if given any f € Y N, and any ¢1,...,9,m € YN Q,,
the composition f(g1,...,gm) € €, also lies in V.

Definition. A subset, ¥ C Q is a (boolean) clone if it is closed and m;,, € ¥ for
alln >1¢ > 1.

Clearly any intersection of clones is a clone. Given any subset B C 2, the clone
generated by B is the intersection, W, of all clones containing B. Less formally,
f € W if and only if it can be written as an expression involving only functions
from the family B. (Here, in general, we need to take account of the order of the
arguments in such an expression.) The set B is referred to a basis for the clone.

Around 1920, Post gave a classification of all (boolean) clones. He showed that
every clone is finitely generated. They form a countably infinite family, which
can be arranged as a partially ordered set ordered by inclusion. This is commonly
known as “Post’s lattice”. It is described in [P]. See [Zv] for a more recent account,
and shorter proof.

In these terms, Proposition 20.1.2 can be expressed by saying that the ternary
median operation is a basis for the clone consisting of all self-dual monotone func-
tions.

We mention a few other examples. The clone, 2, of all boolean function is
generated by the binary minimum function, [(a, b) — aAb], together with inversion
([a = a*]). The clone of all 0,1-preserving functions (i.e. sending (0,...,0) to 0,
and (1,...,1) to 1) is generated by the binary minimum and maximum functions.
The clone of all self-dual functions is generated by the ternary median operation
together with inversion.

One can equivalently express all this in terms of logical circuits. Such a circuit
consists of a directed graph with no directed cycles. It has a set of input nodes
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(source vertices) and a terminal output node (sink vertex). All other vertices are
“logic gates”. To each logic gate is associated a fixed boolean function: the “con-
nective function” of that gate. It has an incoming edge for each of its arguments,
and a number of outgoing edges, each of which outputs the (same) result of com-
puting this function. By composing these connective functions, the circuit outputs
a value in {0, 1}, for any assignment of its arguments. Thus the set of all possible
functions one can compute on some machine with a given family of logic gate types
is precisely the clone generated by these types.

In this context, 0, is commonly interpreted as “false” and 1 as “true”. The
inversion map is “not”, minimum is “and”, and maximum is “or”. A gate that
computes the median is sometimes called a “(ternary) majority” gate. Thus one
can compute all boolean functions just with “and” and “not” gates, and one can
compute all self-dual monotone boolean functions just with majority gates.

Traditional semiconductor (“CMOS”) chips typically use unary and binary logic
gates, though there is now much interest in investigating the potential for ternary
gates, for example for reversible or quantum computing.

One example we have already alluded to is the case where we allow two gates:
the ternary majority gate and the (unary) inverter gate. These generate all self-
dual boolean functions. These satisfy the “laws” of a ternary boolean algebra as
defined by Grau [Gra], and discussed in Subsection 3.4. Logical circuits using these
two kinds of gates have been called “majority inverter graphs”. In [ChattoASGD]
one can find an account of them, expressed using a system of “laws” of the type
described above.

20.3. Majority consensus algebras.

We have referred to “majority vote” at a number of places (see Subsections 5.3,
5.4, 6.2 and 20.1), and it will appear again in Subsection 21.1. Such a structure
arises as a symmetric n-ary operation on a median algebra, M, for any odd n > 3.
(For n = 3 it is simply the original median.) It is natural to ask which n-ary
operations arise in this way. Such a structure has been called an “algebra of
majority consensus”, which we will abbreviate here to “consensus algebra”. In this
subsection, we will explore this subject more systematically.

Let us begin with a special case. Let I = {0, 1} be a 2-point set. Any symmetric
monotone boolean function, u : I — I, is a “threshold function”; that is to
say there is some r € {0,1,2,...,n} such that p(0P19) = 0 if and only if p > r.
(In writing arguments of operations, we will frequently abbreviate m consecutive
occurrences of x as x™.) If p is also self-dual, then n is odd, and r = [n/2] (so
n = 2r — 1). We refer to this as the “(standard) majority vote”, and denote it by
(129 ... 2y,) for T1, 29, ... 2, € 1.

In Subsection 20.1, we saw that this can be written in terms of a median expres-
sion in the standard median on I (that is, the ternary majority function). Any two
such expressions, F, E’, will necessarily be tautologically equivalent, in the sense
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defined in Section 6. Let us arbitrarily choose some such expression, E,. (Some
explicit formulae for such expressions are described at the end of this subsection.)

Given any set, X, we can identify its power set, P(X), with the “hypercube”
IX, via characteristic functions. Taking the direct product of the majority votes
on each factor, we get the “standard” majority function on P(X), again denoted
by (). Thus, if Aj, As,..., A, € P(X), then (A1A,... A,) is the set of elements
of X which lie in a majority of the sets A;. Note that () can again be written
by applying the expression £, on the standard median on P(X) (since this holds
independently on each factor).

More generally, let M be any median algebra. We define an n-ary operation, (),
on M by writing it as the median expression, FE,,, applied to the median operation
on M. (Note that the choice of E,, does not matter, since any two such expressions
are tautologically equivalent.) In fact, we already gave an equivalent, and perhaps
more natural, description of this operation in the terms of the centre of a free
median algebra — see the remark at the end of Subsection 5.3. We refer to the
operation, (), as the (standard) majority vote on the median algebra, M. Note
that we can recover the original median of x,y,2 € M as xyz = (2" 'y"71z). In
particular, if n = 3, then zyz = (zyz).

Definition. A consensus algebra is a set, M, equipped with a (necessarily
symmetric) n-ary operation which arises as the standard majority vote derived
from some (necessarily unique) median algebra structure on M.

Here, as usual, n > 3, is assumed odd. We write r = [n/2]. For n = 3, a
consensus algebra is the same thing as a median algebra.

As we will see shortly, it is not hard to give an axiomatisation of the class of
consensus algebras. Indeed they are defined by a finite set of identities.

First note that we can talk about “expressions” involving a symmetric n-ary op-
eration in some formal alphabet, just as we did (for n = 3) in Section 6. We write
&, for the set of such expressions. Let () be a symmetric n-ary operation on a
set, M. If £ € &, has formal arguments zq,xs,...,2,, and ay,as,...,a, € M,
then we can substitute a; for z; in E, and evaluate in M to give us an ele-
ment E(ay,...,a,) € M. If E/E" € &,, we say that E, E' coevaluate in M if
E(ay,...,a,) = E'(ay,...,a,) for all possible substitutions as,...,a, in M. More
generally, if M also has an m-ary operation, and F € &, and £’ € &,,, we again say
that F, E' coevaluate in M if they both evaluate to equal elements under every
substitution.

Given formal expressions, E, E' € &,, we say that E,E’' are tautologically
equivalent (or that the identity F = E’ is tautological) if E, E’ coevaluate in [
equipped with the standard n-ary majority vote. (When n = 3 this agrees with the
notion already defined in Section 6: if they coevaluate in I then they coevaluate
in any median algebra.)
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We can recursively enumerate all tautological identities, and we claim that this
serves as an axiom system for majority consensus algebras. (In fact, at most three
such identities will do.)

Note that we can formally define a map, o : &, — &3, by recursively replac-
ing each occurrence of the n-ary operation with the expression F, with the same
arguments. By definition, F,, coevaluates with the median operation in I, and so,
for any £ € &,, F and aF coevaluate in I. It follows that the identity £ = E’
is tautological only if the identity aF = aF'’ is tautological. If M is a median
algebra, then all tautological median identities hold in M, so by the definition of
the standard majority vote on M, all tautological n-ary identities also hold in M
with this structure. In other words, M satisfies all our axioms.

Conversely, let M be a set with a symmetric n-ary operation, (). Define a
ternary operation on M by zyz := (2" 'y"12). We define a map 3 : &5 — &, by
recursively replacing the ternary operation with the above expression in &, which
was used to define it. Thus, £ and SE coevaluate in M, with these respective
structures. Moreover, since the expression (z"~1y"~12) also describes the standard
median in I, we see that E and SFE also coevaluate in I with its standard majority
structures. It follows that the identity F = E’ is tautological if and only if SE =
BE' is tautological.

Now suppose M satisfies our axioms: in other words all tautological n-ary iden-
tities hold in M. Then all tautological ternary identities also hold in M. In
particular, this applies to the identities (M1) and (M2) in the definition of a me-
dian algebra. Thus M is a median algebra with this ternary operation. In fact, for
this we only need the axioms “(M1(n))” and “(M2(n))” obtained by applying § to
both sides of (M1) and (M2) respectively.

Let N(n) be the formal identity (z;...x,) = BE, in &,, where 21, ..., x, are the
arguments of E,. Since F, describes majority vote in I, the two sides coevaluate
in I. In other words, the identity is tautological in &,, and so, by hypothesis it
holds in M. Thus, (x; ...z,) and E, coevaluate in M. In other words, () is indeed
the standard majority on M derived from the above structure as a median algebra.
Thus, M is a consensus algebra.

In fact, only need the axioms (M1(n)), (M2(n)) and (N(n)) for the above to
hold. This gives us a finite axiomatisation.

Of course, these axioms are a bit clumsy. A more elegant system is given in
[BanMe], which we now go on to describe.

Let () be a formal symmetric n-ary operation. (As usual, n = 2r—1 > 3 is odd.)
Consider the following identities, with arguments x;, v, y;, 2;:

(J1(n)): (x1... 2 1y") = v,
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(J2(n)):
(1. T (Y1 - Yr21 e Zrm1)
={z1.. . pay) (X1 Tpyo) T Ty 1Y) 21 Zel1)-

(Note that, when n = 3, these correspond respectively to properties (M1) and
(M3) of a median algebra.)

Now let () be a symmetric n-ary operation on a set, M. The following is shown
in [BanMe]:

Theorem 20.3.1. (M, ()) is a consensus algebra if and only if (J1(n)) and (J2(n))
hold for all x;,y,vy;, 2z € M.

(Of course, we could retrospectively treat this as a formal definition of a consen-
sus algebra.)

One first checks that these axioms indeed hold in a consensus algebra. As de-
scribed earlier, this is equivalent to showing that they are tautological: in other
words hold in I with its standard majority vote. We leave this verification as a
straightforward exercise.

Conversely, suppose (M, ()) satisfies (J1(n)) and (J2(n)).

We can immediately define the ternary operation on M by xyz := (z

The proof in [BanMe| begins with:

r—1

yr—lz>.

Lemma 20.3.2. With the above ternary operation, M is a median algebra.

The proof of this in [BanMe] proceeds by induction over n. For simplicity, we
will restrict here to the case where n = 5; in other words, the first stage of the
induction.

In this case, we have zyz = (r?y?z) and

(J1(5)): (zyz3) = 2, and
(J2(5)): (ryzw(abcde)) = ((ryzwa)(ryzwb)(ryzwc)de).

We first check that the ternary operation thus defined is symmetric. It is enough
to show that (ab*c?) = (ba’c?) for all a,b,c € M. Now, {ab*c?) = (b?c*(a*ca®)) =
((b2cta)?(b*cc)a?) = ((b*c?a)?ca®) = ((bc*ab)?(bc*ac)a?) = (bcta(b*ca®)) = (abc?(a®b*c)).
The last expression is symmetric in a and b, so reversing the argument, we see that
it is also equal to (bac?) as required.

Now property (M1) of a median algebra is immediate from (J1(5)). It remains to
verify (M2). Making use of the symmetry we have just established, for all a, b, ¢, d €
M, we have: (a®b*(a*cd?)) = ((a*b*a)?*(a®b*c)d?) = (a*(a*b*c)d?) = (a*(a*c*b)d?) =
{{(a*c*a)?{a*c*byd?) = (a*c*(a*bd?)). In other words, ab(acd) = ac(abd), which is
(M2) as required.

This proves Lemma 20.3.2 when n = 5.
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It remains to show that the n-ary operation, (), is precisely the majority vote
derived from this particular median algebra.

We return to the general case. We will use the terms “subalgebra”, “homomor-
phism” etc, to refer to general n-ary operations, with the obvious meanings. To
avoid ambiguity, we will sometimes use “n-subalgebra”, “n-homomorphism” etc.
We will take for granted (Lemma 20.3.2) that M is a median algebra.

We begin with:

Lemma 20.3.3. For all x4,...,2,_1,a,b,c € M, we have
(x1...2p_1(abc)) = (x1 ... xp1a){(x1 ... TH_1b)C.

Proof. Abbreviating x; ...z,_1 to z, and applying (J2(n)), we have: (z(abc)) =
(z(a"1bc™™1)) = ((za) N zb)" ™) = (za) (zb)c. O

Lemma 20.3.4. (M, ()) is n-isomorphic to a subalgebra of P(X) for some set X.

As usual, we are taking the standard majority function on P(X), identified with
I’X. Here the subalgebra of P(X) will be a median subalgebra, hence also an n-
subalgebra with the standard majority (since the latter is expressible in terms of
the median).

Proof. By Lemma 20.3.2 and Proposition 3.2.13, we know that there is a 3-monomorphism
¢ : M — P(X), for some set X. In other words, M is isomorphic to the 3-
subalgebra, ¢ M, of P(X) with its standard median. We need to check that ¢ is
also an n-homomorphism. It is enough to check that, for each x € X, the map
fi=mo¢: M — [ is an n-homomorphism, where 7 : P(X) — [ is projection
to the z-coordinate. We already know that f is a 3-homomorphism, and we can
assume that it is surjective.

We define another n-ary operation, (()), on I, by setting ((f(a1)... f(an))) =
fay...ay)), for ay,...,a, € M. We first check that this is well defined. It is
enough to show that, for all zy,,...,2,-1,a,b € M with f(a) = f(b), we have
f({za)) = f((zb)), where z is an abbreviation for z;...x,_;. Using Lemma
20.3.3 and the fact that f is a 3-homomorphism, we have f({za)) = f((z(aba))) =
F((za)(bya) = F((za)) F((zh)) f(a) = F((za)) F((zb)f(B) = F((z(abb))) = £({zb))
as required.

In fact, we claim that (()) is precisely the standard majority on I. To see this,
choose a,b € M with f(a) = 0 and f(b) = 1. If p > ¢, then (J1(n)) gives
((0P1%)) = f((a?b?)) = f(a) = 0 = (0P19), so the claim follows by symmetry.

By construction, f is an n-isomorphism to its range with respect to the structure
(()) on the range, which we now know is also the standard majority. O

We observed earlier that the standard majority on P(X) can be expressed by
applying the expression FE, to the standard median on P(X). Since ¢ is an iso-
morphism to its range, the same is also true in M. Therefore, by definition, the
operation () is the derived majority vote, as required.
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This completes the proof of Theorem 20.3.1 (at least in the case n = 5, as we
have presented it).

The proof, as we have presented it, is non-constructive (unlike the previous ax-
iomatisation we gave). In particular in made use of the Axiom of Choice, via
the application of Proposition 3.2.13 to Lemma 20.3.4. In fact, this can be cir-
cumvented: one can work in the subalgebra generated by any finite subset (see
Subsection 6.3). In any case, it would be nice to have a simple derivation of the
identities needed for this argument to work.

We end this subsection with an explicit expression for majority vote in terms of
the median, which is described in [BanMe].

We write (), for the n-ary majority vote, so that (zyz); = zyz. For n > 3
consider the identity

<CL1 Ce ar_lbl Ce b7»0162>n+2 = <CL1 Ce ar—ldl e dr>n

where d; = (c1e2b1b ... bi_1]b;) in the notation introduced in Subsection 5.1 (so
dl = Clcgbl).

Proposition 20.3.5. The above identity is tautological for every odd n > 3.

Proof. We need to check that both sides formula coevaluate in I. Using the notation
of Subsection 6.2, we assume for contradiction that LHST and RHSJ.

Write A = #{i | a;it}, B =#{i | bit}, C = #{i | c;T} and D = #{i | d;T}. Now
LHST and RHS| respectively give A+ B+ C >r+1and A+ D <r —1. Thus
D +2 < B+ C, so certainly D < B.

We say that an index ¢ is “bad” if b;7 and d;|. Note that this implies ¢{], col
and b;] for all j < 7. In particular, there can be at most one bad index. Thus
B < D+1, and so C' > 1. In other words, ¢;1T or ¢T, and so in fact, there are
no bad indices. Thus, B < D, so C' = 2, i.e. ¢11 and ¢37. Since there are no bad
indices, b;T = d;T, and since B = D, we also have d;T = b;T. Now d; = ¢1¢201T, so
biT, and so dy = (c102b1]b9)T. Continuing, we get dot = byt = dst = -+ = d, T,
giving the contradiction that RHST. U

We can view the formula as an inductive prescription for writing majority vote
as a median expression. In fact, one can get lots of different formulae by permuting
the arguments at each stage of the recursion.

For example, for n = 5, we get (abcde) = (adebe) = a(bed)(bed|e) = a(bed)((bee)de),
which is the formula we saw earlier.

A different general formula is also described in [BanMe].

21. GROUP ACTIONS

The motivation for much of the study of median algebras and metric spaces
comes from group theory, and applications thereof. For example, there is a vast
literature concerning group actions on cube complexes, R-trees, etc. Much of
this has generalisations to median algebras and median metric spaces. In this
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section, we give a sample of results in this context. In some respects this account
is unsatisfactory, in that it is often unclear whether a particular hypothesis is
essential, or if the conclusion is optimal. A more systematic account, mostly in
the finite-rank case, can be found, in [Fi5]. Further results can be found in other
papers of Fioravanti, as we mention in the Notes to this section. An extensive
study in the discrete case (i.e. median graphs) can be found in [Ge3].

21.1. Fixed points.

In this subsection we will mostly focus on fixed-point sets of automorphisms and
group actions. We begin in a very general setting.

Let M be a median algebra. Let P C M be a finite subset, and let n = #P. Let
® be the free median algebra on P, and let ¢ : & — M be the homomorphism
extending the inclusion, P < M. Recall from Subsections 5.4 and 11.9, that if n
is odd, then ® has a central element, ¢ € ®; and if n is even, it has a central cube,

Q C @, with rank(Q) = 3(n/2). Let C(P) € M be {¢c} or ¢Q in the respective
cases. This set is canonically determined by P — in the odd case a singleton, and
in the even case, a cube of rank at most %({}2 ).

Suppose G is a group acting by automorphisms on M, with a finite orbit, A.

Then C(A) is a G-invariant subset. In summary, this shows:

Lemma 21.1.1. Let G be a group acting by automorphism on M, with finite orbit,
A. Let n = #A. If n is odd, then G has a fixed point in M. If n is even, then G
has a G-invariant cube of rank at most ()2 ).

Clearly, this applies to any finite group, GG, and we could set n = #G.

(Ex21.1): In general, an automorphism of even order need not have a fixed point.
For example, consider a cube, @, of finite rank, n. Let H(Q) be the set of half-
spaces of @), with the involution, [H — H*|, defined by taking complements.
Let m : H(Q) — H(Q) be a permutation such that 7(H*) = (7(H))* for all
H € H(Q). This is a proset automorphism, and induces a median automorphism,
o, of Q. (See Section 9.) As a particular example, denoting the halfspaces by H; and
H; for i € {1,...,n}, let ® be the cyclic permutation, (Hy,..., H,, Hy,..., H}).
Note that 7™ (H) = H*. In this case, ¢ has order 2n, and ¢" is the antipodal map.
In particular, ¢ has no fixed point.

Given any automorphism, f : M — M, write fix(f) = fix(f,M) = {x € M |
fr = x}. If G is a group action on M, let fix(G) = (\;eqfix(f). These are
subalgebras of M.

Suppose that G is finite, and write F' = fix(G). Suppose F' # &. Choose any
a € F. Given any © € M, let Gz be its G-orbit, and let r(z) = (Gz|a) (in the
notation introduced in Subsection 5.1). Note that r(z) € F for all x € M, and
r(z) = x for all x € F. In other words, r : M — F is a retraction (not necessarily
a homomorphism).
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Suppose now that M is a topological median algebra, and that G acts by contin-
uous automorphism. In this case, F' is (topologically) closed in M, and the map,
r, is continuous. In particular, F' is a topological retract of M. Therefore, if M is
connected, so is F'. This shows:

Lemma 21.1.2. If G is a finite group acting by continuous automorphisms on a
connected topological median algebra, M, then fix(G) is a closed connected subal-
gebra of M.

(This admits the possibility that fix(G) may be empty.)
Next we prove the following:

Proposition 21.1.3. Let M be a connected interval-compact median metric space.
Then any finite-order isometry of M has a fized point.

Let f: M — M be an isometry of order n. Note that it is enough to verify
the statement when n is prime. For suppose n = st, where s,t > 1. Now f* has
order t, so by induction on n, we can suppose that fix(f*) # @. By Lemma 21.1.2,
fix(f®) is connected and interval-compact. Now f|fix(f*) has order s, so again by
induction, has a fixed point.

Now we know by Lemma 21.1.1 that any odd-order isometry has a fixed point.
Therefore we can assume that n = 2. Moreover, we can assume that M is compact:
choose any a € M, and replace M by the interval [a, fa]. Proposition 21.1.3
therefore follows from the following:

Lemma 21.1.4. Any isometric involution of a compact connected median metric
space has a fixed point.

For the proof, we note that any two points, a,b in a connected median metric
space, a, b have a midpoint ¢: that is such that p(a,b) = 2p(a, c) = 2p(b, ¢). This is
because the map [z +— p(a,abx)] : M — [0, p(a,b)] is continuous, hence the range
is connected, and hence all of the real interval [0, p(a,b)]. (In the compact case,
this also follows immediately from the fact that M is geodesic, by Lemma 13.3.2.
However, we will need the more general observation later: see Lemma 21.3.3.)

Proof. Suppose, for contradiction, that f : M — M is an involution with no fixed
point. After rescaling the metric, we may as well assume that min{p(z, fz) | = €
M} = 1. We aim to construct a sequence of f-invariant cubes, Qp — Q1 — Q2 —
.-+, similarly as in Example (Ex13.9) of Subsection 13, and thereby contradicting
the compactness of M. We can begin by choosing any x € M with p(z, fx) = 1,
and setting Qo = {z, fr}. The inductive step can be described as follows.

Suppose @ C M is a p-cube with p > 1, with f@Q = @ and with f|Q the antipodal
map. Also suppose that the metric on @ is 1/p times the combinatorial metric, so
that antipodal points are distance 1 apart. We construct a (2p)-cube, @' O @, as
follows.

Recall, by Lemma 10.3.5, that we can identify hull(Q) with a direct product,
[1-, Di, where D; = [a;,b;] and {a;, b;} is a 1-face of Q.
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Fix, for the moment, some 1-cell, {a,b}, of Q. Let @’ = fb and ¥/ = fa. Then
{V/,d'} is a parallel face of @, and f|[a, b] is an isometry of [a,b] to [d/, b']. We also
have a translation, 7 : [a,b] — [d/, V'], with Ta = &/, 7b =V, and p(z,72) = ’%1,
for all € [a,b] (see the discussion of parallel sets in Subsection 7.2). Since
M is connected, we can choose a midpoint, ¢ € [a,b], of a,b. In other words,
pla,b) = 2p(a,c) = 2p(b,c) = 1/p. We claim that ¢ has an “opposite point”,
d € [a,b], namely such that {a,c,b,d} is a 2-cube. Note that, if such a point
exists, it is unique, by Lemma 10.3.6. In fact, we can set d = abd = 77 'd',
where d' = fe € [d/,b']. Now d is also a midpoint of a, b, so it remains to check that
p(c,d) = 1/p. For one direction, we have p(c,d) < p(c,a)+p(a,d) = 2(1/2p) = 1/p.
For the other direction, we have 1 < p(c,d') < p(c,d) + p(d,d’) = p(c,d) + I%l, S0
p(c,d) > 1/p as required. Note also that d’ is the unique point opposite ¢ := 7¢ in
[a',b].

To construct @', we now choose any midpoint, ¢;, of a;,b; in [a;,b;], and let
d; € [a;, b;] be the unique point opposite ¢;. Let Q" = [[0_,{a;, ¢;, bi, d; }, which is a
(2p)-cube in hull(Q) € M. By construction, if {a, b} is any 1-cell of @, then, in the
above notation, we have fc = d and fd = ¢’. In other words, we have fQ' = @',
and f|Q' is the antipodal map.

Let h(Q') = (c1,¢2,...,¢p) € Q. Note that p(h(Q'),x) = p(1/2p) = 1/2 for all
r € Q.

We now construct @, inductively, by setting Q,+1 = @/, so that @, is a 2"-
cube. Let h,, = h(Q,) € Q,. By construction, p(hp, h,) = 1/2 for all m # n. This
contradicts the compactness of M. Il

This concludes the proof Proposition 21.1.3.

We note that Lemma 21.1.4 (hence Proposition 21.1.3) does not in general hold if
we replace “compact” with “complete”: see Example (Ex13.8) of Subsection 13.1.

It is unclear how much more one can say regarding actions on (possibly) infinite-
rank median metric spaces. However, there is a lot more one can say in the finite-
rank case.

We note, for example, that Proposition 21.1.3 holds if we replace “interval-
compact” with “finite-rank”: we similarly derive a contradiction, in the proof of
Lemma 21.1.4.

In the complete case, one can say more. Note that, by Lemma 13.2.10, any com-
plete finite-rank median metric space is interval-compact. Invoking some additional
machinery, we have:

Proposition 21.1.5. Let M be a complete connected finite-rank median metric
space, and let G be a group acting by isometries on M with a bounded orbit. Then
G has a fixed point.

Proof. By the same principle as applied to Lemma 21.1.1, it’s enough to show that
one can associate a canonical “centre” to any bounded subset, P C M. To this
end one can invoke Theorem 13.4.2 to obtain a canonical CAT(0) metric, o, on M.
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We now apply a well known fact regarding complete CAT(0) metrics, namely that
there is a unique point, ¢ € M which minimises sup{o(z,c) | © € P}, for any finite
(or indeed bounded) subset P C M (see, for example, Proposition 11.2.7 of [BriH],
as well as Corollary 11.2.8 thereof). O

In fact, Proposition 21.1.5 still holds if we drop the assumption that M is com-
plete. This is a consequence of Corollary A of [Fi5], which uses a quite different
argument.

We finish this subsection with:

Proposition 21.1.6. Let M be a complete connected finite-rank median metric
space, and let G be a group acting by isometries on M. If fix(G) is non-empty,
then it is contractible, and M retracts onto fix(G).

Proof. Let o be the canonical CAT(0) metric, as in the proof of Proposition 21.1.5.
Any two points, x,y € M, are connected by a unique o-geodesic, « C M. If
z,y € fix(G), then a C fix(G). It other words, fix(G) is convex in the metric o.
Thus, M is intrinsically CAT(0), hence contractible. Moreover, M retracts onto
fix(G) by nearest-point retraction. d

21.2. Actions on cube complexes.

We move on to consider isometries (generally) without fixed points. In this sub-
section, we will mostly restrict to cube complexes. Some results on more general
spaces will be discussed in Subsection 21.3. First, we make some simple observa-
tions about isometries of general metric spaces.

Let (M, p) be a metric space and let f : M — M be an isometry. We have
a spectrum of translation distances, namely S(f, M) := {p(x, fx) | x € M}. Let
L=L(f,M)=infS(f, M), and let R(z, fr) ={x € M | p(z, fxr) = L}. In other
words, R(f, M) is the (possibly empty) set of points moved a minimal distance.

We let Ry(f, M) be the set of 2 € M such that for all n € N we have p(z, f"z) =
np(z, fx). Note that, for all n € N, we have L(f", M) < nL(f, M) and Ry(f, M) C
Ro(f™, M).

Lemma 21.2.1. We have Ry(f, M) C R(f, M). Moreover, if Ry(f, M) # @, then
forallm € N, L(f", M) =nL(f, M) and Ro(f™, M) = R(f", M).

Proof. We can assume that Ry(f, M) # @. Let x € Ro(f, M) and y € M. For all
n € N, we have np(z, fx) = p(z, f"x) < p(y, ["y)+2p(x,y) < np(y, [y)+2p(z, y).
Letting y — oo, we see that p(x, fz) < p(y, fy). Therefore, L(f, M) = p(z, fx),
and so x € R(f, M). This shows that Ry(f, M) C R(f, M).

We also have z € Ry(f", M), so the above also gives Ry(f", M) C R(f", M), and
L™, M) = pla, ["2) = np(a, fz) = nL(f, M). We also get ply, ["y) > nL(f, M),
soif y € R(f, M), we also have p(y, f*y) < nL(f, M), soy € Ro(f, M). O

Definition. We say that f is semisimple if R(f,M) # @, and simple if
RO(f7 M) % .
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(The term “semisimple” has been used elsewhere to mean either or both of these
things. The term “simple” is not a standard one, but we want to make a clear
distinction.)

Note that if fix(f) # @, then fix(f) = R(f, M) = Ro(f, M), so f is simple.

By Lemma 21.2.1, simple implies semisimple. We will see various situations
where the converse holds, but it does not in general. Here is one example, which
is discussed in [Fi5] (Example 2.6 thereof).

(Ex21.2): Let f : H?> — H? be a parabolic isometry of the hyperbolic plane,
H2. That is, f has no fixed point in H? but fixes precisely one point of the ideal
boundary. Then L(f, H?) = 0, but R(f, H?) = @&. Also orbits are unbounded, i.e.
p(z, fro) — oo for all x € H2.

Recall by Example (Ex19.4) of Subsection 19.4, that H? canonically isometrically
embeds into a connected complete locally compact median metric space, M. Thus,
f extends to an isometry f : M — M, with L(f, M) = 0, but with no fixed point.

Note that by taking a direct product with a translation of R, we can construct a
non-semisimple isometry, f, of M x R, with L(f, M x R) taking any non-negative
value we want.

Note that here rank(M) = oco. It is shown in [Fi5] that this cannot happen in
the finite-rank case: see Theorem 21.3.4 below.

We note that if M is a geodesic metric space, and L(f, M) > 0, then x €
Ro(f, M) if and only if x lies in an f-invariant bi-infinite geodesic (a concatena-

tion of geodesic segments connecting f'z to f*lx for all i € Z). This geodesic is
translated a distance L(f, M) by f.

We now consider various specific cases.

Let II be a discrete median algebra (as described in Section 11). Recall from
Subsection 13.3 that there is a natural bijection between compatible median metrics
on IT and maps w : W(II) — (0, 00), where W(II) is the set of walls. The median
metric, p, is given by p(z,y) = > ey W(W), where W(z,y) is the set of walls
separating z,y. We refer to a space arising in this way as a discrete median
metric space. When w = 1, the get the standard combinatorial metric on II,
which we will denote here by py. Note that a sequence in II is geodesic with respect
to p (or to po) if and only if it is monotone. In particular a geodesic sequence in
one compatible median metric will also be geodesic in any other.

Clearly, any automorphism, f : IT — TI, is an isometry of (II, py). Note that, in
this metric, S(f,II) C N. In particular, we see that f is semisimple with respect
to this metric.

Definition. Let f : [T — II be an automorphism. We say that f acts without
inversion if for every halfspace, H C II, and every n € Z, f"H # 11\ H.



220 BRIAN H. BOWDITCH

The following result is proven in [Hag| for the combinatorial metric, py. In fact,
essentially the same argument works for any compatible median metric. This is the
basis of the proof we present here, though we have expressed it a bit differently.

Theorem 21.2.2. Let (I1, p) be a discrete median metric space, and let f : II — 11
be an isometry acting without inversion. Then Ry(f,11) = R(f,II).

In view of Lemma 21.2.1, this is equivalent to asserting that any semisimple
isometry acting without inversion on a discrete median metric space is simple.

For the proof, we use the following construction. The idea will be used again in
the proof of Proposition 21.3.1.

Let f : II — II be an isometry of a median metric space, II. Write L = L(f, II).
Given z € IT\ Ry(f, 1), let n = n(x) be maximal such that p(x, f"x) = Ln. Clearly
n(z) > 0.

Lemma 21.2.3. Suppose R(f,11) # @ and Ro(f,I1) = &. Let x € R(f,II) min-
imise n = n(x) among all such x, and let p = x(f~'z)(f"x). Then x # p.
Moreover, if y € [x,p] then we have p(y, f"y) = p(x, f*x), z.y.f "z, y.x.f"y and

Note that this lemma does not require II to be discrete. The fact that x. f"y.f"x
holds will only be needed for the proof of Proposition 21.3.1.

Proof. By the definition of n, and the triangle inequality, we have p(f~'z, f"z)
p(z, frz) < L(n +1). In particular, z ¢ [f~ 'z, f"x], so © # p. Since y
[z,p] C [z, f~'2], we have p(y, fy) < p(x,y) + p(z, fy) = plz,y) + p(f 2, y)
p(z, f'z) = p(x, fz) = L, and so p(y, fy) = L. Thus, y € R(f,11) and = € [y, fy].
Also, since y € [z,p] C [z, f"z] we have z.y. f"z.

Now by minimality of n, we have n(y) > n, and so p(y, f*y) = Ln = p(y, fy) +
o(fy, f™y). Thus, fy € [y, f*y] and so = € [y, fy] C [y, f"y]. Tt follows that
plx, fry)+p(fry, fr2) = pla, [y) + p(2,y) = ply, ['y) = Ln = p(z, f"z), and so
[ty € [z, fral. O
Proof of Theorem 21.2.2. By Lemma 21.2.1, Ry(f,II) C R(f,1I), so we can assume
that R(f,II) # @. We can also assume that L := L(f,II) > 0. (Otherwise
Ro(f,11) = R(f,11) is the fixed-point set.) By Lemma 21.2.1 again, it is enough to
show that Ry(f,II) # .

Suppose, for contradiction that Ro(f,I1) = &. As in Lemma 21.2.3, choose x €
R(f,1I) so as to minimise n := n(z) among such z, and set p = z(f~'z)(f"z) # .
Let y be adjacent to x in [z,p]. Then W(z,y) = {W} for some W € W(II). We
can suppose that z € W~ and y € W*. By y.x.f"y, we have f"y € W~, and by
z.y.f"x, we have f"x € WT. Since f"x, f"y are adjacent, W(f"z, f*y) = {W}.
Thus f"W~ = Wt and f"W+ = W, contrary to our hypothesis that f acts
without inversion. O

S

We have observed that if p = pg, then f is necessarily semisimple. From this we
see:



MEDIAN ALGEBRAS 221

Corollary 21.2.4. Let f : I — II be an automorphism of a discrete median
algebra acting without inversion. Then f either has a fized point, or it preserves a
bi-infinite monotone path.

Proof. Choose any x € R(f,1I). If fz # x, let 7 be a monotone path from x to
fx. Since x € Ry(f,II), the bi-infinite path, J,., f'7 is also monotone. O

One can get information about more general automorphisms by passing to the
binary subdivision — such an automorphism necessarily acts without inversion.
Let us first recall some facts from Section 11.

Let IT be a discrete median algebra, and let ¥ = X(II) be its binary subdivision.
We have a natural isomorphism, [z — Q(z)] : ¥ — C(II), where C(II) is the set
of cells of II. We can think of € ¥ as the central point of the cell Q(x) of II. We
can define a “2-colouring” of ¥ by assigning to x the value of rank(Q(x)) modulo
2. Clearly II is coloured 0, and adjacent vertices of X have opposite colours. Any
automorphism f of II extends to an automorphism of ¥, and respects this colouring.
It follows that for any x € ¥, the combinatorial distance from x to fx in X is even.

We also have a natural surjection, W(X) — W(II). The preimage of any wall,
W e W(II) consists of two parallel walls of ¥. In fact, if {z,y} € Ci(II) is a 1-cell
of IT crossing W, and z € ¥ is its central point (so that [z,y]s = {z, z,y}) then
these are the walls of 3 which respectively cross the 1-cells {x, z} and {y, z} of X.
Note that each wall of ¥ has a preferred “large” halfspace: in the above notation
these are the halfspaces containing z. (It is easily checked that this is independent
of our choice of {z,y}.) Now any automorphism of IT must preserve the family of
large halfspaces of 3, and so f acts on X without inversion, as we claimed earlier.

If p is a compatible median metric on II, there is an obvious way to extend this
to a compatible median metric, p*, on ¥; namely, such that if z,y € II are adjacent
and z € 3 is their central element, then p*(x,y) = p(z,y) = 2p*(x, 2) = 2p>(y, 2).
Clearly, if pg is the combinatorial metric on II, then pj is % times the combinatorial
metric on X. From an earlier observation, we see that if f is any automorphism of
IT and x € 3, then p§(z, fz) € N.

In summary, this shows:

Lemma 21.2.5. Any automorphism, f : Il — 11, of a discrete median algebra I1
extends to an automorphism, f : 3 — X of the binary subdivision acting without
inversion on .. Moreover, with respect to the metric p5, we have L(f,%) € N.

In particular, by Corollary 21.2.4, f either fixes a point of X, or preserves a
bi-infinite monotone path in X.

We can obtain a similar statement concerning real cube complexes as follows.

Recall from Subsection 11.2, that a discrete median algebra, II, embeds as a
subalgebra of its realisation, A(Il) = Ugeem A(Q). Given a finite cube, @, write
O0A(Q) for the union of all proper faces of A(Q), and write int(A(Q)) = A(Q) \
OA(Q) for its “interior”. (Thus, if @) is a 0-cell, then int(A(Q)) = A(Q) = Q.)
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Set-theoretically, A(II) is a disjoint union of interiors, int(A(Q)), as @ ranges over
C(IT). Given x € A(II), write Q(x) for the unique @ € C(II) with = € int(A(Q)).
Note that we can also embed X(II) as a subalgebra of A(II). If x € A(Q), then
we can think of z as the “central element” of A(Q). (This is consistent with the
earlier notation.) We can also identify A(X(Q)) with A(Q).

Recall that any compatible metric, p, on II extends to a geodesic median metric
in A(II): see Example (Ex13.4) of Subsection 13.1, and Proposition 17.1.4. (This
induces the metric p* on 3(Q) as defined above.) Any isometry, f : II — II
induces an isometry, f : A(II) — A(II). We refer to an isometry of A(II) which
arises in this way as a cellular isometry. If this has a fixed point, then fix(f) is
contractible, and A(II) retracts onto fix(f). (This follows exactly as with the proof
of Proposition 21.1.6, on taking ¢ to be the I? metric on A(II), which is CAT(0).)
So we will assume that f has no fixed point in A(IT). This implies that fQ # @
for all @ € C(II) (otherwise f would fix the central element of Q). It is sometimes
helpful to think in terms of the quotient space, A(IT)/(f), where (f) is the isometry
group generated by f. Note that for all @ € C(II), the map of int(A(Q)) to the
quotient is injective, so A(II)/(f) is a disjoint union of such interiors.

Suppose « is an f-invariant bi-infinite rectifiable path in A(II). Then « is proper,
and translated some positive distance, say [, by f. (Thus a maps to a closed path
of length [ in A(I)/{f).) We will abuse notation slightly and write a C A(II),
even if «v is not injective.

For our discussion, there will be no loss in assuming that « is “piecewise cellular”.
This means that we can write o = |J,c, o, as a concatenation of paths, where
a; € A(Q;) for some Q; € C(IT). Then fa; = q,,y for all i, for some fixed period,
m € N. We write & = a; U --- Uy, so that o = UjeZ f7a, and f translates o a
distance equal to length(&).

Note that if z € A(II), then z lies in such a bi-infinite path: connect x to fz by
a geodesic , and set o = {J;;, f?m. This will be piecewise cellular. (Note that by
Proposition 17.1.1, [z, fx] lies in a finite convex subcomplex of A(II).)

Definition. Let @) be a finite cube. A crossing arc of A(Q) is a monotone
arc, 6 C A(Q), whose initial and terminal points lie respectively in int(A(P)) and
int(A(P")), where P, P" are antipodal corank-1 faces of ). (In other words, {P, P’}
is a wall of ).) We say that § is a centrally crossing arc if the initial and final
points are the central elements of A(P) and A(P’) respectively.

Suppose p is a median metric on A(Q). Then a crossing arc will have length at
least the width, w, of the wall {P, P'}. The length of the centrally crossing arc is
equal to w. (Note that if @ is a 1-cell, then the image of a crossing arc is precisely
Q)

We will show:

Proposition 21.2.6. Let f : Il — 11 is an isometry of a discrete median metric
space (I, p), and let f: A(II) — A(II) be the induced cellular isometry. Suppose
f has no fized point in A(I1). Let I € S(f, A(IT)). Then there is an f-invariant
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bi-infinite cellular path, o = U, i, translated a distance at most 1, and with each
a; a centrally crossing arc of some Q; € C(II). Moreover the ranks of the Q; are
equal, and the corank-1 faces Q; N Qi1 are all parallel in A(Q).

Note that if p = pg is the standard combinatorial metric, then each centrally
crossing arc has length 1, so the translation distance of « lies in N. In view of
Theorem 21.2.2 and Lemma 21.2.5, we obtain:

Corollary 21.2.7. Let f : I — II be an automorphism of a discrete median
algebra 11. Let f : A(II) — A(II) be the induced isometry with the standard
median metric. Then L(f, A(II)) € N, and R(f, A(I])) = Ro(f, A(I])) # @.

For the proof of Proposition 21.2.6, we will use the following lemma:

Lemma 21.2.8. Let Q) be a finite cube. Then any two points of OAQ) lie in a
monotone arc of A(Q) which is either a crossing arc, or else lies in OA(Q).

Proof. Let a,a’ € OA(Q). Choose corank-1 faces, P, P" C @), with a € A(P) and
a e A(P). If PNP # @, then F := PN P is a corank-2 face of Q. Let b,V be
respectively the projections of @ and a’ to F'. Then a.b.t/.a, and we can interpolate
by monotone paths lying in P, F' and P’. Their concatenation lies in OA(Q) as
required. If PN P = &, then P, P’ are antipodal faces. If a € OA(P), then there is
another corank-1 face, P”, with a € P and P" N P’ # @. We can therefore replace
P by P” and apply the above. We can therefore assume that a € int(A(P)).
Similarly, we can assume that o’ € int(A(P’)). Now any monotone arc from a to
a' is a crossing arc. O

Proof of Proposition 21.2.6. As observed earlier, we can start with a piecewise cel-
lular path, § = J,., 8 with 8; € A(Q;), and with length(B) < I, where 8 =
f1U- - -UPBp,. Let v; = rank(Q;). Givenv € N, let N, = #{i € {1,...,m} | v; = v}.
The sequence N := (N,),en is eventually 0. We order such sequences antilexico-
graphically. (That is, N < N’ if there is some v with N, < N/ and N,, = N/ for
all w > v.) This set is well ordered, and we choose our path 5 as above so as to
minimise N in this order.

We first note that for each 7, Q); N Q;1 is a proper face of both ); and ;1. For
if not, up to swapping 7,7+ 1, we can assume that Q); C @);;1. But now we can join
the paths 3; and ;.1 and eliminate );, thereby reducing /N in the antilexicographic
order. (It is assumed that we do the same for all indices i € Z, modulo the period,
m, so that process is equivariant with respect to f.)

It now follows that the endpoints of each 3; lie in OA(Q;). If we could connect
them by a path, 8] C 90A(Q;), then we could replace 3; by f3/, again reducing N.
Therefore, by Lemma 21.2.8, we can replace each 3; by a crossing path ~; with
the same endpoints. It now follows that (); N (Q);4+1 is a common corank-1 face, P;.
Moreover, all the P; are parallel, and so the ); all have the same rank. We can now
finally replace each 7; with the centrally crossing arc, a;, from A(P,_1) to A(F;).
We do this equivariantly: that is am,4; = «; for all i. Note that length(q;) <

A

length(~;) = length(/5;), so length(&) < length(/3) < I, as required. O
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21.3. Some results regarding more general median metric spaces.

In this subsection, we mostly consider median metric spaces which are either
finite-rank or interval-compact. In the finite-rank case, one can often give stronger
statements, as in [Fi5], for example, though these require more sophisticated argu-
ments than those presented here.

We begin with:

Proposition 21.3.1. Let M be a connected median metric space, which is either
finite-rank or interval-compact. Then any semisimple isometry of M is simple.

For the proof, we will use the following observation.

Lemma 21.3.2. Let M be a median metric space, and suppose a,b € M are
distinct. Suppose f: M — M 1is an isometry with fa = b and fb = a, and such
that p(z, fz) > p(a,b) for all x € [a,b]. Then fl[a,b] is an involution of [a,b], and
p(z, fx) = p(a,b) for all x € [a,b].

Proof. Since f({a,b}) = {a,b}, we certainly have f([a,b]) = [a,b]. We also have
pla, fx) < p(x,0) + pla, fx) = p(x,a) + p(b,) = p(a,b) < plz, fo), s0 we have
equality throughout. Thus a € [z, fz]. Similarly, b € [z, fx]. Thus, za || b(fx).
Applying this to fx, and swapping a,b, we get (fx)b || a(f?z), so ax || a(f*z), so
fPr = . U

Lemma 21.3.3. Suppose M is a connected median metric space which is either
finite-rank or interval-compact, and let f : M — M be an isometry. Suppose
a,b € M are distinct, and ab || (fb)(fa). Then there is some x € [a,b] with
p(z, fz) < pla, fa).

Proof. Suppose, for contradiction that p(z, fx) > ( fa) for all x € [a,b]. Let
7 : [a,b] — [fa, fb] be the translation, and let g = o f:[a,b] — [a,b]. Then
glla, b] is a self-isometry of [a, b], which swaps a, b.

Let = € [a, b]. Since 77! is the gate map to [a, b], we have gr = 771(fz) € [z, fx].
Since it is a translation, we have p(gz, fx) = p(b, fa). Thus p(a,b) + p(b, fa) =
pla, fa) < p(x, fx) = px,gx) + p(gz, fx) = p(z,gz) + p(b, fa), so p(a,b) <
p(x, fr). By Lemma 21.3.2, g|[a, b] is an involution of [a, b] with p(z, gx) = p(a,b)
for all = € [a, b].

We can now apply the construction in the proof of Lemma 21.1.4 to give us cubes,
Qn C [a,b], with rank(Q,,) — oo. (This only required that [a,b] be connected.)
This immediately shows that M has infinite rank. It also shows that M cannot be
interval-compact, as in the proof of Lemma 21.1.4. O

Proof of Proposition 21.3.1. We are assuming that R(f, M) # &. Suppose, for
contradiction, that Ry(f, M) = @. We now apply Lemma 21.2.3 (noting that this
made no use of discreteness).

Let x € R(f, M) and n € N be as chosen there, and set p = z(f~'z)(f"z). B
Lemma 21.2.3, if y € [z,p] then we have p(y, [*y) = p(x, f*z), y.x.f"y, z.y.f"x

and z.f"y. f"x.
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Applying this to p itself, we get p(p, f"p) = p(x, f*z), p.x.f"p and z.f"p.f .
By definition of p, we also have x.p.f"z. Now p(p, f"p) < p(p, f"z)+p(f"z, ["p) =
p(p, [x) + p(x,p) = p(x, f"z) = p(p, f™p), so we have equality throughout, and
so p.fx.f"p. Thus zp || (f"p)(f"z). But now by Lemma 21.3.3 applied to f™,
there is some z € [z, p| with p(z, f"z) < p(z, f"z). But as noted in the previous
paragraph, we must have p(z, f"z) = p(z, f"z), giving a contradiction. O

In fact, for a finite-rank space, the semisimple assumption is redundant. It is
shown in [Fi5] (Corollary A thereof) that:

Theorem 21.3.4. (Fioravanti) An isometry of a finite-rank connected median
metric space s simple.

It turns out that, at least in some cases, Ro(f, M) is a subalgebra of M. For
example, let us say that a median metric space M is senstble if it is finite-rank,
or discrete, or is the realisation, A(II), of a discrete space II. We claim:

Proposition 21.3.5. Let f : M — M be an isometry of a sensible median metric
space, M. Then Ro(f, M) is a subalgebra of M.

First we make some general observations. Suppose W = (W=, W) is an oriented
wall of M. Let (z;);ez be a bi-infinite monotone sequence (i.e. x;.z;.zx whenever
i < j < k). Wesay that (x;); “crosses W positively” if there is some i € Z with
x; € W~ and z,,., € W*. Note that this implies that x; € W~ for all j < and
xz; € W for all j > i. We similarly define crossing “negatively”.

Suppose f : M — M is an isometry. Let CT(W) be the set of z € Ry(f, M)
such that (f'z);ez crosses W positively. We similarly define C~(W).

Suppose x € CH(W) and y € C~(W). For all sufficiently large n > 0, we have
fre e CTW), f7"x e C~(W), ffy e C~(W) and f~"y € CT(W). Thus, for all
but finitely many n € Z, we have f"W € W(x,y).

We also claim that if m # n then f™W t f"W. It is enough to show that
W M f*W for all n > 0. Suppose f"W+ C WT*. Now there is some 7 with
fly € WT. But then f™y € WT for all j > 0, contradicting y € C—(W).
Suppose f"W*+ C W~. There is some i with fiz € W+. But then fi*"z ¢ W~
contradicting x € CT(W). We get similar contradictions to f"W~ C W~ and
f"W— C W, This shows that W th f*IV as claimed.

Note that this cannot arise if M is of finite rank (by Lemma 8.2.1). Also, if
M is discrete, then W(x,y) is finite, so there must be some n with W = f"W|
contradicting W m f"W. Similarly if M is the realisation of a discrete space, then
it is easily seen that only finitely many distinct images of any given wall can lie in
W(z,y). In all such cases, therefore, no such pair z,y can exist.

We see:

Lemma 21.3.6. If M is sensible and f : M — M 1is an isometry, then for all
W e W(M), either CT(W) =@ or C~(W) =& (or both).

We can now give:
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Proof of Proposition 21.3.5. Suppose to the contrary that we have a, b, c € Ro(f, M),
but p := abc ¢ Ro(f, M). We can suppose that f~'p.p.f’p fails for some i,j > 0.
For x € M, write =~ = f~‘x and 2+ = f/z. Thus, p~ =a b ¢ and p* = a*btc™.
Note that we have a~.a.a™, b~.b.b", ¢ .c.c™, but not p~.p.pT. Choose any wall,
W e W(p,p pp"), and orient W so that p € W+. Given z € M write z71 to mean
that x € W, and x| to mean that x € W~. Thus abct, a b ¢ | and a™btct].
Up to permuting a, b, ¢, we can suppose that ¢~ and ¢™]. By ¢™.c.c™, we have c|.
By abct we have a1 and bf. By a b~ ¢ |, up to swapping a,b, we have a~]. By
a”.a.a™ and af, we have a™. By atbTc"], we have b*|. Now since a] and at,
we have a € CT (W), and since b1 and bt |, we have b € C~(W). This contradicts
Lemma 21.3.6. O

As a particular example, one can give a relatively straightforward account of
isometries of an R-tree T (see Section 15).

Note that, as for any rank-1 median algebra, if a, b, c,d € T', then a.b.c & b.c.d =
a.b.c.d. In particular, if f : T — T is an isometry, and x € T satisfies z.fx.f?x,
then f'z.fiz.f*x whenever i < j < k. If fx # x, then a := U, [f'2, fia] is
a bi-infinite geodesic path. This is closed and convex, and we have a gate map,
w:T — a. Note that fow =wo f. If y € T, then p(wy, fwy) < p(y, fy), with
equality if and only if y € a. We see that « = R(f,T) = Ro(f,T). We refer to a
as the “axis” of f.

If fix(f) = @, then such an axis always exists. To see this, choose any = € T, and
let p = x(fx)(f?z). Now f, fp € [fx, f?x], so either fz.p.fp.f?x or fx.fp.p.f2x
holds.

In the former case, p.fp.f?x = fp.f?p.f3x. Now z.p.f?x = fx.fp.f>z, which
together with fz.p.fp gives p.fp.f3z by interpolation. Again, by interpolation, we
have p.fp.f?p, so T has an axis, as above.

In the latter case, we have p, f%p € [fp, f2x]. Since p(p, fp) = p(f*p, fp) we
have f?p = p, and f fixes the midpoint of [p, fp].

22. GATES

In this section, we give a discussion of the notion of “gated” sets in a very general
context. These were introduced in the context of median algebras in Subsection
7.3. (Here, of course, the word “gate” is used in a quite different sense from that
of Section 20.) All we need for this is a notion of “betweenness” satisfying some
basic conditions which one might expect to hold for any notion worthy of this
name. In particular, it applies to median algebras, and to submedian relations, as
discussed in Section 14. Our main use for these ideas here will be to the discussion
of quasimedian graphs in Section 23.

22.1. General betweenness axioms and gates.

Let M be a set equipped with a ternary relation, -. - .-. As before, we write
Z1.T3.- -+ T, to mean that x;.z;.2; holds whenever ¢ < j < k. Given a,b € M,
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write [a,b] = {x € M | a.x.b}. We assume the following hold for a,b,c,d € M.
(B1): [a,a] = {a},

(B2): [a,b] = [b,d],

(B3): a € [a,b).

(B4): If ¢ € [a,b] and d € [c,b], then d € [a,b] and ¢ € [a,d].

We refer to Property (B4) as “interpolation”: it can be expressed more succinctly
as a.c.b & c.d.b = a.cd.b. Note that (by interpolation, together with (B1)) we
have a.b.c & a.c.b=b=c.

A map [(a,b) — [a,b]] satistying these axioms has been called a “geometric
interval operator”. (See the Notes to this section.)

Given a,b,c,d € M, write ¢,d < a,b to mean a.c.d & b.d.c, and write a,b || ¢,d
tomean a,b < ¢,d & c¢,d < a,b. (In general, these relations need not be transitive,
but they will be in the main cases of interest to us: for example, if the ternary
relation is submedian: see Lemma 23.5.1.) Note that a,b || ¢,d < a,c || b,d. In
this case, we say that a,b and ¢, d are parallel.

A map 7 : A— B between subsets, A, B C M, is a translation if it is bijective
and a, b || Ta, b for all a,b € A. The inverse of a translation is a translation. Also,
any translation from a set A to itself is the identity (since z, 7z || 771z, z, so .72,
so Tz = x). Also, if two parallel sets intersect, then they are equal.

If AC M and x € M, we say that a € A is a gate for x in A if z.a.b holds for
all b € A. If such a gate exists, then it is unique. Note that, by interpolation, if
y € [z, a] then a is also a gate for y in A. The following is also a simple observation:

Lemma 22.1.1. Suppose that B C A C M. Suppose v € M, a € A and b € B,
that a is a gate for x in M, and b is a gate for a in B. Then b is a gate for x in

B.
Proof. Let ¢ € B. We have x.a.c and a.b.c, so x.a.b.c. In particular, z.b.c. Il
Definition. We say that A C M is gated if each point of M has a gate in A.

In other words, there is a map wa : M — A such that wa(x) is a gate for z.
Note that wa|A is the identity. Also, waz,way < x,y for all z,y € M.

We will henceforth assume that M # &, so that any gated set is necessarily
non-empty.

Definition. We say that A C M is convez if [a,b] C A for all a,b € A.

Note that convexity is closed under intersection, so we can define the convex
hull of any subset of M as the smallest convex set containing it.

Lemma 22.1.2. A gated set is conver.

Proof. Let Abe gated, a,b € Aand x € [a,b]. Set y = waz. Wehavea.z.b & z.y.a & z.y.b =
a.y.x.y.b=x=y,s0x €A O
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Lemma 22.1.3. Suppose A, B C M are gated and ANB # @&. ThenwsB = ANB,
and wawpg : M — AN B is a gate map.

Proof. Clearly ANB C waB. Let b € B and set a = wyb. If c € AN B, then b.a.c.
Since B is convex, a € B. This shows that waB C AN B.

Now given any x € M, let b = wpx, a = wab and let ¢ € AN B. We have
x.b.c & b.a.c = x.b.a.c = x.a.c. Thus, a is a gate for x in AN B. O

Lemma 22.1.4. Let A be any non-empty finite family of pairwise intersecting
gated subsets if M. Then (A is gated (in particular, non-empty).

Proof. (cf. Lemma 7.1.1) By induction, it is enough to check this for a 3-element
family, A = {A,B,C}. Let x € BN C. By Lemma 22.1.3, wazr € AN B and
war € ANC,s0 ANBNC # @. By Lemma 22.1.3, AN BN (' is gated. O

Under certain conditions, this can be extended to infinite families: see for exam-
ple, Lemmas 22.2.1 and 22.2.2.

Here is a variation on Lemma 22.1.3. Given any two gated subsets, A, B C M,
write Ag = wsB C A and By = wpA C B.

Lemma 22.1.5. wywpwa : M — Ap is a gate map to Ap.

Proof. Let x € M, y = wax, b = wpy and a = wab. Suppose ¢ € Ap; in
other words, ¢ = wud for some d € B. We have x.y.c, y.a.b, y.b.d and a.c.d.
Now y.a.b & y.b.d = y.a.bd = y.ad, y.ad & a.cd = y.a.c.d = y.a.c and
ry.c & y.a.c = x.y.a.c = z.a.c. This shows that a is a gate for Ag as re-
quired. Ul

Now wawpwalAp = wawp|Ap is the gate map from Ap to itself, hence the
identity. Similarly, wpwa|B4 is the identity on B4. Also, wgAp C Ba and waBs C
Ap. We see that wa|B4 and wp|Ap are inverse bijections. Moreover, if z,y € Ap
then wpx,wpy < z,y and =,y = wWAWpT, WAWRY = WpT,wgy, and S0 wpx,wry ||
x,y. It follows that wp|Ap is a translation of Ag to B4. In summary, we have
shown:

Lemma 22.1.6. If A,B C M are gated, then wa|Ba and wp|Ap are inverse
translations between Ap and By.

We note that all the above applies to a median algebra, and we have seen most
of it in some form before. (Note that conclusion of Lemma 22.1.5 is slightly weaker
than that of Lemma 7.3.3: see the Notes to this section.)

22.2. Applications to metric spaces and graphs.

These results also apply to metric spaces.

Let (M, p) be a metric space. As in Section 13, we write a.z.b to mean p(a,b) =
pla,z) + p(x,b). One readily checks axioms (B1)-(B4). Moreover, ¢,d < a,b =
p(e,d) < p(a,b) and so ¢,d || a,b = p(c,d) = p(a,b). (See Lemmas 13.2.1 and
13.2.4 which only really used the fact that M is a metric space.) In particular,
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gate maps are 1-lipschitz and translations are isometries. Moreover, if 7: A — B
is a translation, then there is some translation distance, r > 0, such that
p(x,tx) = r for all z € A. We also note if a is a gate for « in A, then it is the
unique a € A for which p(z,a) = p(x, A). In particular, we see that gated sets are
closed.

Lemma 22.2.1. Suppose M is complete, and that A is a mon-empty family of
gated subsets with (VA # @&. Then (A is gated.

Proof. In view of Lemma 22.1.4, we can suppose that A is closed under finite
intersection. Let z € M and let r = sup{p(z, A) | A € A}. Let (A,)nen be a
sequence in A with p(z, A,) — r. Let B, = (. _y Am and let b, = wp,z. Since
p(x, B,) > p(x, A,), we have p(z,b,) — r. Moreover, if m < n, then x.b,,.b,, and
so (by), is monotone (i.e. by,.b,.b, holds whenever m < n < p). It follows that
(by)n is cauchy, and so b, — b € M.

Let C' € A, let C,, = C' N B,, and let ¢, = we,z. Then x.b,.c,, so p(x,b,) <
p(x,c,) <r, sop(by,c,) — 0,s0¢, = b. Since C'is closed, b € C. This shows that

beNA.
Suppose that d € ()A. Then d € B, for all n, so z.b,.d. Since b, — b, we get
x.b.d. Thus b is a gate for z in ) A. O

In view of Lemma 22.2.1, we can define the gated hull of any non-empty subset,
A C M, as the intersection of all gated sets containing A. This is the unique
smallest gated set containing A. By Lemma 22.1.2 this contains the convex hull.

One can give a number of variations on Lemma 22.2.1. For example, the following
immediately implies Lemma 13.3.9.

Lemma 22.2.2. Suppose M is complete, and that A is a non-empty family of
pairwise intersecting gated subsets of M, at least one of which is bounded. Then
A is gated (in particular, non-empty).

(Note that we can assume that all sets of A are bounded: replace the elements
of A with their respective intersections with some bounded element.) The proof is
the same as that of Lemma 22.2.1: this only used the fact that p(x, A) is bounded
as A varies over A.

We can apply the above to a non-empty connected graph, I', via its vertex set,
V(T'), with combinatorial metric, p. In this context, a subgraph G C I' is convex
if any geodesic path in I" (including its edges) with both endpoints in G lies entirely
in G. Such a graph is isometrically embedded. A subgraph, G < I' is gated if it
is connected and isometrically embedded and V(G) is gated in V(I') in the sense
already defined. Such a graph is necessarily convex. Both properties are closed
under finite intersection.

Suppose G < T'is gated. Let w = wg : V(I') — V(G) be the gate map.
Recall that gate maps are 1-lipschitz. In particular, w extends to a retraction,
w: ' — G, sending every vertex to a vertex, and every edge to either a vertex or
an edge (cf. Subsection 11.8).
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It is also easily checked that if z, y are adjacent and wz # wy, then wz,wy || =, y.

23. QUASIMEDIAN GRAPHS

In this section, we describe the notion of a “quasimedian graph”. This is a
generalisation of a median graph. In geometrical terms, such a graph can be
thought of as the 1-skeleton of a CAT(0) “prism complex”: just like a cube complex,
where euclidean cubes are replaced by direct products of simplices. (In general,
one needs to allow for infinite-dimensional simplices.) Quasimedian graphs were
originally introduced in [Mull]. They are explored in some detail in [Gel]. The
notion has found some diverse applications, for example, to group theory and to
phylogenetics (see the Notes to this section).

Recall that a “clique” is a complete subgraph of a graph. In a quasimedian graph,
[', maximal cliques play a key role. Any two distinct maximal cliques intersect,
if at all, in a single point. What we call “gated prisms” are cartesian products
of maximal cliques, where the cliques are the “sides” of the prism. These are
generalisations of the cells a of median graph (in that case, the maximal cliques
are single edges, and prisms are cubical subgraphs). The gated prisms form a
complex, whose dual graph, O(T"), we show to be median (Proposition 23.4.11).
(This was proven in [Gel| by a different argument.) The vertex set of I' can be
identified as a subset of that of O(I") (namely those vertices which correspond to
O-cells of the prism complex). In particular, I' is submedian. This fact can be used
to deduce various other properties of I'. We will finish the section by relating this
to partitions of sets.

We will use the notation G < I' to mean that G is a subgraph of I'. Recall that
G is full if any two adjacent vertices of G are also adjacent in I'.

Unless otherwise stated, all graphs in this section are assumed to be connected.

23.1. Definitions.

We begin with the definition.
Consider the following properties of a connected graph I', with combinatorial
metric p.

(V): Suppose p,a,b € V(I') with a,b adjacent, and with p(p,a) = p(p,b). Then
there is some d € V(I'), adjacent to both a and b and with p(p,d) = p(p,a) — 1.

(¢): Suppose p,a,b,c € V(I') with a,b distinct, both adjacent to ¢, and with
p(p,a) = p(p,b) = p(p,c) — 1. Then there is some d € V(I'), adjacent to both a
and b and with p(p,d) = p(p,c) — 2.

(Recall that (¢) was previously defined in Subsection 16.2.)

Definition. A graph I' is weakly modular if it is connected and satisfies (V) and

().
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(Recall, that if we replace (V) with the stronger condition that I' is bipartite,
then we arrive at a characterisation of a modular graph: Proposition 16.1.3.)

Weakly modular graphs were originally introduced by Chepoi, and are studied
at length in [ChalCHO]. In particular the authors prove a local-to-global charac-
terisation analogous to Theorem 16.2.3 here.

Quasimedian graphs are a special case of weakly modular graphs.

Recall that K33 denotes the complete bipartite graph. We write K ;o for the
complete graph K, with one edge removed (i.e. two triangles meeting along an
edge).

Definition. A graph is quasimedian if it is weakly modular and contains no full
subgraph isomorphic to either Kj3 or K ;.

Note that (by Lemma 16.1.1) a graph is median if and only if it is quasimedian
and bipartite. In fact:

Lemma 23.1.1. A triangle-free quasimedian graph is median.

Proof. We just need to check that it is bipartite. Suppose for contradiction that
we have a cycle of odd length. Let p be any vertex. There must be two consecutive
vertices, a, b, of the cycle with p(p,a) = p(p,b). Property (V) gives us a vertex, d,
such that {a,b,d} forms a triangle, giving a contradiction. O

Simple examples of quasimedian graphs are block graphs (i.e. graphs for which
every block is a complete subgraph). These were mentioned in Subection 14.2 in
relation to pretrees. They serve to illustrate some of the constructions below.

It turns out that quasimedian graphs can be described in terms of “quasimedian
triples”:

Definition. Let I" be a graph, and (x,y, z) be a triple of vertices. An r-central
triple of (z,y,z) is a triple, (a,b,c), of vertices with z.a.b.y, y.b.c.z, z.c.a.x and
such that p(a,b) = p(b,c) = p(c,a) = r. A quasimedian triple is an r-central
triple with r minimal such that an r-central triple exists for {x,y, z}.

Here we are using the standard betweenness relation in a metric space, as defined
in Subsection 13.1.
The following is a key property of quasimedian graphs [BanMuW]:

Theorem 23.1.2. Any triple of vertices in a quasimedian graph has a unique
quasimedian triple.

We will give a more geometric proof of this statement in Subsection 23.6.

We remark that one can characterise quasimedian graphs in these terms as de-
scribed in [BanMuW]. In the above notation, we can set zyz = a, to give us a
ternary operation on the vertex set. We refer to zyz as the quasimedian of x,y, z.
Note that the definition refers to ordered triples. It is invariant under swapping
x with y. (Clearly, if @ = b = ¢, then a is a median, and so this agrees with the
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ternary operation already defined in a median graph.) It turns out that one can
write down axioms which characterise ternary operations which arise as quasime-
dians in this way. Such structures are referred to as “quasimedian algebras” in
[BanMuW)]. (We won’t make explicit use of these structures here.)

A good way to understand quasimedian graphs geometrically stems from the fact
that the vertex set can be isometrically embedded in a discrete median algebra.
This is a consequence of the construction of [Gel]. We will give a self-contained
proof of this below (Proposition 23.4.11), based on the characterisation of median
graphs in terms of wheels (Theorem 16.2.3).

23.2. Examples.

Before embarking on the general theory, let us consider a few examples of quasi-
median graphs.

(Ex23.1): We have already noted that a median graph is quasimedian. The quasi-
median map is the median map in this case.

(Ex23.2): Any complete graph is quasimedian. In this case, the quasimedian map
is the dual discriminator function. That is to say, xyz is equal to = if y # z,
and equal to y if y = 2.

(Ex23.3): Recall from Subsection 14.2 that a “block graph” is a connected graph,
all of whose blocks are complete. As noted there, such a graph is quasimedian.

(Ex23.4): Recall that the cartesian product, GO H, of two graphs, G and H, is
the 1-skeleton of the square complex G x H. It is not hard to check that if G, H are
quasimedian, then so is G[J H. The quasimedian map is determined separately on
each coordinate of V(GO H) = V(G) x V(H). Of course, this extends to cartesian
products of finitely many graphs.

(Ex23.5): In particular, a prism is a cartesian product, II = AyOA, O---OA,,
of finitely many complete graphs, A;. (These are allowed to be infinite.) We will
generally assume that none of the A; is a singleton. In this case, we refer to n as the
rank of II. Note that the combinatorial distance between two vertices of 11 is just
the number of coordinates, 7, on which they differ. In this case, the quasimedian
map is easy to understand. If (a, b, ¢) is the quasimedian triple for (x,y, z), then for
each i, the three coordinates a;, b;, ¢; are either all equal or all distinct. The number
of i for which they are distinct is thus equal to p(a,b) = p(b,c) = p(c,a). The
quasimedian operation, [(z,y, z) — xyz], is the dual discriminator independently
on each factor.

It is not hard to see that any automorphism of II preserves the product structure
up to permutation of the factors together with automorphisms of each of the factors.
In fact, the factors can be recovered as the set of parallel classes of maximal cliques,
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where parallelism is defined as in Subsection 22.1. (Recall that a clique of a graph
is a complete subgraph.) In view of this, one can unambiguously define a face of
IT to be a subgraph of the form A OA, - --OA], where for each ¢ either A} = A;
or A is a singleton. We refer to a rank-1 face as a stde of II. As noted, these are
precisely the maximal cliques of II.

It is not hard to check (cf. Lemma 7.5.1) that a subgraph of II is convex in the
sense of Subsection 22.1 if and only if it has the form A} OAS0---OA], where
AL C A;. A subgraph of II is gated if and only it is a face.

Let A <1I be a side of II corresponding to the factor A;. Then V(A) consists of
those elements of V(II) whose jth coordinate is fixed for all j # ¢. To obtain the
gate in A for a given x € V(II), we leave the coordinate z; alone, and replace each
coordinate x; for j # ¢ by that determined by A.

(Ex23.6): Let I be a finite indexing set, and let IT = O;c; A; be a prism. Given
a subset B C V(II) we can define an equivalence relation, ~p, on I, by writing
i ~pjif, forall z,y € B, it holds that z; = y; < x; = y;. We say subset B C V/(II)
is a subalgebra if it is closed under the quasimedian operation on V(II). Given
any B C V(II), we let A := (B) be the smallest subalgebra containing B. This is
sometimes called the quasimedian hull. 1t is easily seen that ~4 = ~p.

Given a subalgebra A C V/(II), we can delete all but one of the indices from
any ~4-class (or equivalently, just replace the indices by the ~ 4-classes thereof).
Note that A remains imbedded after projecting to the face of II corresponding to
the remaining indices, and that the quasimedian operation on A does not change.
Thus, there is no loss in assuming that ~ 4 is just equality. In other words, if 7 #£ j,
then there exist z,y € A with z; = y; and z; # y;.

In this case, we claim that if a,b € A with pr(a,b) > 2, then there is some c € A
with a.c.b and ¢ # a,b. To see this, choose distinct 4, j with a; # b; and a; # b;.
Let z,y € A be as above. Up to swapping a, b, we can assume that a; # z; = y;.
Let d = ary € A. Then d; = x; = y; # a; and d; = a;. Let ¢ = bad € A be the
quasimedian. Then a.c.b. Also ¢; = b; and ¢; = a;. Thus ¢ ¢ {a,b} as required.
After repeated interpolation, we can now find a 1-path a = ag, a4, ..., a,, = b from
a to b with ag.a;.--- .a,,. This shows that the full subgraph, I', of II with vertex
set V(I') = A is connected and isometrically embedded in II.

We can now easily check that I' is a quasimedian graph which induces the given
quasimedian operation. Since II does not contain a full K9 or K3, neither
does I'. Properties (57) and (¢) follow by setting d = pab in both cases. Since
betweenness in I agrees with betweenness on II, it follows that the quasimedian
operations agree.

One can always make the following simplifying assumption. There is no loss in
assuming that the projection of B, or equivalently A = (B), to each factor V(A;)
is surjective. To do this we just replace II by the convex hull of B in II. This
is intrinsically a prism. (This corresponds to deleting those vertices of A; which
do not occur as the ith coordinate of any element of B, and then removing those
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factors, A;, which are reduced to singletons.) In this case, the maximal cliques
of T" will all be sides of II. (For suppose a,b € A = V(I') are adjacent. Let A
be the side of II containing a,b, and let ¢ € V(A). Now the parallel class of A
corresponds to a factor A; of II. By assumption, there is some d € A with d; = ¢;.
Then ¢ = dab € A. This shows that A <T'.) Note also that any two such maximal
cliques are parallel in I if and only if they are parallel in II, hence correspond to
the same factor of II.

(Ex23.7): Using (Ex23.6), we can associate a quasimedian graph to a family of
partitions of a set in the following way. Let X be a set, and let W = (W,);e; be
a family of non-trivial partitions of X, indexed by some finite set, I. Let A; be
the complete graph with vertex set W;. Let II be the prism Il := ;c; A;. There
is a natural map n : X — V(II). Here, the ith coordinate of n(z) is defined
to be the element of the partition of W, which contains z. Let us suppose that
for all distinct x,y there are indices i, j such that z,y lie in the same element of
W;, but in different elements of W; (as can be achieved by deleting redundant
indices, as noted in (Ex23.6)). The subalgebra of V (II) generated by n(X) is then
naturally the vertex set of a quasimedian graph. This example has applications to
phylogenetics: see the Notes to this Section.

23.3. Gates and prisms.

We now set about describing the properties of a general quasimedian graph, I'.

First note that any non-trivial clique is contained in a unique maximal clique.
A clique is gated if and only if it is maximal. Two maximal cliques intersect in
at most one vertex. These observations all follow easily from the fact that any
embedded K ;2 is contained in a clique Kjy.

Together with the fact that there is no full K3, one can also easily see that any
subgraph of I' isomorphic to K33 is contained in a clique K.

By a square in I' we mean a full subgraph isomorphic to a 4-cycle. By the
above, there is at most one way of “completing” a square in the following sense: if
a,c,b,d and a,c,b, e are both squares (with a, b antipodal) then d = e. If such a d
exists given a, b, ¢, we write d = alc|]b. In particular, in Axiom (¢) above, d = a[c|b
is unique.

In fact, the same is true of Axiom (v7). For suppose d,d both satisfy the
conclusion for given p, a,b. Now d,d must be adjacent, so applying (37) to p,d,d’
there is some e € V(I') adjacent to both d and d’, with p(p,e) = p(p,a) — 2.
But now a and e are adjacent (indeed, a,b,d,d’,e all lie in a K5) and we get a
contradiction.

In applying (57) or (¢), we write d = pab. This is the unique median of p, a, b.

Lemma 23.3.1. Suppose p,a,b,c € V(T'), with b, ¢ adjacent to a, with p(b,c) = 2
and with p(p,a) = p(p,b) = p(p,c) + 1. Then there is some d € V(T') adjacent to
both b and ¢ and with p(p,d) = p(p, c).
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Proof. Apply () to give us e := pab. Now ¢ cannot be adjacent to e (otherwise
¢,a,e,b would be a full K;;2). Applying (o) gives us f := pce. Applying (57) to
b,c, f we arrive at d := bcf. O

We have following criterion for convexity (as defined in Subsection 22.1), cf.
Lemma 11.4.4.

Lemma 23.3.2. A subgraph, G < T, is convex if and only if it is connected and
any triangle or square in I' with at least two adjacent edges in G lies entirely in G.

Proof. The “only if” direction is clear.

For the converse, we want to show that any geodesic in I' connecting any two
vertices a,b € V(G) lies entirely in G. We prove this by induction on p(a,b).

First, let a = ag,aq,...,a, = b be any intrinsic geodesic in G from a to b (so
that pg(a,b) = n). We claim that this is also geodesic in T', i.e. p(a,b) = n. For
suppose not. Let m be minimal such that p(a, a;,41) < m. We will construct a
path bo, by, ..., by = amy1 in G, with b; adjacent to a; in G, and with p(a,b;) <
for all <. Note that it follows that pg(a,b;) = i+1 (sincei+1 = (m+1)—(m—1) <
pc(ao; bm) = pc(bm, bi) < palao, bm) < palao, ai) + palas, b;) < i+1). In particular,
for ¢ > 0, b; is not adjacent to a;,_; in GG, and so by the triangle hypothesis, these
are not adjacent in I either.

To construct the path (b;);, there are two cases to consider:
Case (1): p(a, ame1) = m.
We set b,,, = a,,1 and proceed by backward induction. By the triangle hypothesis
on G, we must have p(a;,_1,b,) = 2. Applying Lemma 23.3.1 to a, ay—1, Gm, b,
we get by_1 = Gpm-_1]am|bm, With p(a,b,_1) = m — 1. Since the edges a,,_1an,
and a,,b,, both lie in GG, the square hypothesis on G tells us that b,,_; and the
edges b,,_10,,-1 and b,,_1b,, also lie in G. As noted above, a,,_» and b,,_; are
not adjacent in I'. We can now apply Lemma 23.3.1 to a, a,,_2, @pm_1, b1 to give
us by_o = Am_2[@m_1]bym_1. We now continue inductively. We end up with by
adjacent to a = ag, but with p(a, by) = 0, which is clearly a contradiction.
Case (2): p(a, api1) =m — 1.
We again set b,, = a,41. This time, we apply (¢) to a, a1, am, by to give us
b—1 = Am-1lam|bm = aty,_1b,. Then p(a,b,_1) = m — 2. From the square
condition again, we see that b,,_; and the edges b,,_1, a,,—1 and b,,_1b,, lie in G as
before. We now continue by backward induction. This time we get p(a,by) = —1:
an even more shocking contradiction.

This proves the claim that p(a,b) = n. In particular, a,b are connected by at

least one geodesic, a = ag, aq, ..., a, = b which lies entirely in G. By the inductive
hypothesis on p(a,b), any geodesic in I" from a; to b also lies in G.
Now suppose that a = af,d),...,al, = b is any geodesic in I' from a to b. We

want to show that this lies in G. By the inductive hypothesis again, it is enough
to show that the edge aa) lies in G. We can suppose that a} # a;. We now apply
(¢) to b,ay,ad) to give us ¢ := a;[ala) = baja). The edge a;c lies in some geodesic
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from a; to b, hence lies in G. So does aa;. Therefore the square hypothesis on G
tells us in particular, that the edge aa) lies in G as required. U

We also have a criterion for gated sets:

Lemma 23.3.3. A subgraph, G < T, is gated if and only if it is convex and every
triangle in I' with at least one edge in G lies entirely in G.

Proof. The “only if” part follows by Lemma 22.1.2, and the fact that gated graphs
are full.

For the converse, let p € I', and let a € V(G) be a vertex with p(p,a) = p(p, G).
We claim that a is a gate for p in G.

To thisend let b € V(G). Let r = p(p, G), and let a = ag, ay, . .., a, be a geodesic
in I from a to b. Since G is convex, this lies in G. Suppose for contradiction
that p.a.b does not hold. In other words, p(p,b) < r + n. Let m be minimal
such that p(p,ami1) < m. We now construct a sequence, by, by,..., by = amyr,
with a; adjacent to b; and with p(p,b;)) < p(p,a;) similarly as in the proof of
Lemma 23.3.2. This is again by reverse induction, using p in place of a. Note
that a = ag, by, b1, ...,bym = @y is a path of length m + 1 in ' from a to a1,
hence geodesic. By convexity, this lies in GG. In particular, the edge aby lies in G.
Now p(p,bo) < p(p,a), so by minimality of p(p,a), we have p(p,a) = p(p,by) = r.
We now apply (v/) to give us ¢ := paby. By the triangle hypothesis, ¢ € V(G).
But p(p, ¢) = p(a,b) — 1 contradicting minimality. We therefore must have p.a.b as
required. O

In the following discussion, it will be convenient to work in terms of “submer-
sions” of graphs, so that we don’t have to worry about them being (isometrically)
embedded. In view of Lemma 23.3.4 below, that will retrospectively be automatic
in the cases of interest to us.

Let G be a graph. A morphism to I' is a map from G to I' which sends vertices
to vertices and edges to edges. We define an submersion to be a morphism which
sends squares in G to squares in I

Lemma 23.3.4. Suppose that G is connected, and has the property that any two
vertices distance 2 apart lie in a unique square in G. Suppose that f: G — T is
a submersion. Then f is an isometric embedding, and f(G) is convex in T.

Proof. The proof follows that of Lemma 23.3.2. In fact, in view of Lemma 23.3.2, it
is sufficient to show that f is an isometric embedding. To this end, let a,b € V(G),

and let a = ag,aq,...,a, = b be a geodesic in G from a to b. Suppose for con-
tradiction that p(fa, fb) < n. Let m be minimal such that p(fa, fa,+1) < m.
We now construct a path a = bg,b1,...,b,, = aps1, in G similarly as with

Lemma 23.3.2. Again, b; is adjacent to a; and this time, p(fa, fb;) < i. We
begin by setting b,, = am,+1. By applying Lemma 23.3.1 or (¢), we can set
d = fam_1[fam]|fbm € V(I'). Since pg(am-1,bn) = 2, by hypothesis, there is a
unique b,,_; € V(G) such that a,,_1,am, by, byn_1 is a square in G. Since f is a
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morphism, fa,, 1, fam, fbmn, fbm—1 is a square in I', and so fb,,_1 = d. Therefore,
p(fa, fo—1) < m — 1. We now proceed inductively. We end up with b € V(G)
adjacent to a = ag, with p(fa, fby) < 0, contradicting the assumption that f is a
morphism. U

Note that the above applies to any prism (as defined in Example (Ex23.5) above).
By a prism in [' we mean a subgraph isomorphic to a prism. We see that such a
subgraph is necessarily isometrically embedded and convex. We also note:

Lemma 23.3.5. A prism Il < T is gated if and only if each side of I1 is a maximal
clique of T'.

Proof. Note that every edge of I' lies in a unique maximal clique of I'. We see that
every side of II is a maximal clique of T' if and only if every triangle of I' with at
least one side in II lies entirely in II. We now apply Lemma 23.3.3. U

We refer to such a subgraph as gated prism.

Note that any face of a gated prism is a gated prism. Also the intersection of
any two gated prisms is a common face of each. This follows from the fact that
the intersection of any two gated subgraphs is gated (Lemma 22.1.3), and the fact
that a gated subgraph of a prism is a face.

We will eventually see (Corollary 23.4.7) that any prism in I" lies in a unique
gated prism of the same rank.

23.4. The prism complex.

We can associate to any quasimedian graph a canonical “prism complex” defined
as follows.

Let © = O(I") be the graph with vertex set identified with the set of all gated
prisms in I'. Given a € V(©) we write [I(a) < I for the corresponding gated prism.
Two vertices, a,b € V(0O) are deemed adjacent if II(a) is a corank-1 face of I1(b)
or conversely. Note that we can identify a vertex x € V(I') with the rank-0 prism,

Let ¥ be the binary subdivision of the graph I'. In other words, a vertex of
> is either a vertex of I', or else the midpoint of an edge of I'. Giving X the
combinatiorial metric, ps, we have ps(z,y) = 2pr(x,y) for all z,y € V(I'). Now
each edge of I' lies in a unique maximal clique of I': that is a rank-1 element
of V(0). In this way, we can define a morphism 6 : ¥ — O, which is the
identity on I' (under the identification of x with {x} mentioned above). Note that
po(0x,0y) < ps(x,y) for all z,y € V(O). In fact, we have:

Lemma 23.4.1. po(z,y) = ps(x,y) = 2pr(z,y) for all x,y € V(T).

Proof. Let x,y € V(I'), so that 0z = z and 0y = y. Let x = ag,ay,...,a, =y be a
geodesic from z to y in ©. Thus peg(z,y) = n. We want to show that ps(z,y) < n.
We write I1; = T1(a;) and r; = rank(II;).
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We claim that 2pp(z,I1;) + r; < i for all . This follows by induction. The
induction starts since rg = 0. There are two cases for the inductive step. If
II; <14y, then pr(z, ;1) < pr(z,11;) and ;40 = r; + 1, and so 2pp(z, [1;11) +
riv1 <1+ 1 as required. If II;,; < II;, then II;,; is a corank-1 face of Il;, and each
point of T1;,; is adjacent in ' to a point of II;. Thus, pr(z, 1) < pr(z, I1;) + 1.
Also, ;41 = r; — 1, so again the inductive step follows. When ¢ = n, we conclude
that 2pr(z,y) < p(z,y).

We have shown that px(z,y) < pe(x,y). The reverse inequality is immediate
from the fact that 6 is a morphism, as observed above. O

(For future reference — see Lemma 23.6.2 — we note that the argument shows
the following. Suppose x € I' and y € O then 2pr(x, [I(y))+rank(Il(y)) < pe(z,y).
To see this, take a geodesic in © from x to y, and argue as before.)

Given a € V(O), we abbreviate rank(a) = rank(II(a)). The following is also
easily verified.

Lemma 23.4.2. [f a € V(O), then rank(a) = pe(a,0(V(I'))). Moreover, if x €
V(T), then x € I1(a) if and only if pe(0(x),a) = rank(a).

The main aim now is to show that © is a median graph (Proposition 23.4.11
below).

For the following discussion we will refer to the prism K5 K3 as a roof. It is
easily seen that if R < I' is a roof, then it is either convex or else contained in a
clique Kg < T'. The full subgraph, R, on any five vertices of R consists of a triangle
and a square meeting along an edge. It is easily checked that any submersion of
R~ into I' extends uniquely to a submersion of R. By Lemma 23.3.4, this is an
embedding and its image is convex.

Let @ be the 3-cubical graph, Ko [ Ko [ K,y Let Q~ C @ be the full subgraph
on any seven vertices of (). In the terminology of Subsection 16.2, ~ is a “wheel”.
It consists of three squares meeting pairwise in single edges, and intersecting at
a common vertex: the “hub” of the wheel. Again it is easily checked that any
submersion of @)~ into I' extends uniquely to a submersion of (). By Lemma
23.3.4, this is an embedding and its image is convex.

These observations will be routinely used in the arguments below.

Let IT = AyOA2O---0OA, be a prism. Choose some basepoint, p € V(II).
Given z € V(II), we write z; for its coordinate in V(A;). We write

h(z) := pu(p,z) = #{i | x; # pi}.

Let P, be the full subgraph of IT with vertex set V(P,,) = {x € V(II) | h(z) < m}.

In the following arguments, we use the following conventions. Given subsets,
A; CV(A;), we write (Ay, As, ..., Ay) for Ay x Ay x---x A, CV(II). In this con-
text, we will abbreviate {x;} to z;. We will abbreviate (Ay, ..., Amn, Tmi1, ... Ty) tO
(A1, ..., Ap, =) if zpy, ..., 2, are fixed and not directly relevant to the argument.
For example, in this notation, if x; # y; and xy # yo, then ({x1, 11}, {x2, v2}, —)
denotes (the vertex set of) a square in II.
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By Lemma 23.3.4, we know retrospectively that all the maps referred to in the
following discussion are isometric embeddings. However, it is logically simpler to
proceed without worrying about that. We therefore refer instead to submersions.

The next two results are analogues of Lemmas 10.3.6 and 10.3.7 respectively.
(They overlap in the context of median graphs.)

Lemma 23.4.3. Suppose that f, f' : [l — T' are submersions, and that f|P, =
f'|P1. Then f = f'.

Proof. Suppose the conclusion fails. Choose x € V(II) with A(x) minimal such
that f(z) # f'(z). By hypothesis, h(z) > 2. Up to permuting the coordinates,
we can write © = (x1, 29, —), with 1 # p; and x5 # py. Consider the square o
with vertices ({p1,z1}, {p2, x2}, —). By minimality of h(x), f and f’ agree on the
three vertices (pi1,pa2, —), (p1,%2,—) and (z1,p2, —). Since they are submersions,
they agree on o, so we get the contradiction that f(x) = f'(z). O

Lemma 23.4.4. Suppose that f : V(Py) — T is a map which sends every square
or triangle in 11 containing p to a square or triangle in I'. Then f extends to a
submersion f : 11 — T'.

Proof. For the proof, if we have f defined on a subset of V' (II) we will say that this
subset is “submersed” if f extends to a submersion on the full subgraph of II with
that vertex set.

By hypothesis, we have f already defined on V' (P;), and we first check that V (F)
is submersed. By hypothesis, every triangle of the form ({p1,x1, %1}, p2, 3, " ,Dn)
and every square of the form ({p1, 1}, {p2, 22}, p3, - ,pn) is submersed, and sim-
ilarly permuting the indices, 7.

Now consider the square ({x1,v1}, {p2, x2},ps, - ,Pn), where z1,11 # p1. (It
is implicitly assumed that x; # y; and ps # x.) This lies in the roof with
vertices ({p1,z1,y1}, {p2, 22}, —), which contains the triangle ({p1,z1,y1},p2, —)
and the squares ({p1, 21}, {p2, x2}, —) and ({p1, 11}, {p2, x2}, —), all of which meet
at p. These triangles and squares are submersed by hypothesis, and so the roof is
submersed. In particular, the square ({z1,y1}, {p2, x2}, p3,- - ,pn), is submersed,
and similarly permuting indices.

Now consider the square ({z1,y1},{z2,¥2},p3, -+ ,Pn), Where z1,y; # p; and
T, Yz # po. This lies in the roof ({x1,y1}, {p2, 2, y2}, —), which contains the trian-
gle (z1, {p2, x2, 92}, —) and the squares ({z1, y1}, {p2, 22}, —) and ({z1, y1}, {p2, y2}, —)
(all meeting at (z1,p2, —)). The squares are submersed by the previous paragraph,
so the roof is submersed, and in particular the square ({z1,y1}, {x2, y2},p3, -, Pn)
is submersed.

After permuting indices, this accounts for all the squares of P,. Moreover, every
edge of P, lies in such a square. It follows that V' (F2) is submersed as claimed.

We now extend f inductively over V' (P,,) and show that these sets are submersed.
Let us assume that V(P,,_;) is submersed for m > 3. We want to define f on
V(Pn). Let x € V(Py,) \ V(Pn-1), i.e. h(x) = m. After permuting indices, we can
suppose that = = (x1,..., Tm, Pm+1,- - -, Pn) Where x; # p; for i < m.
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Consider the 3-cubical graph with vertex set ({p1, z1}, {p2, x2}, {ps, x5}, —). This
has square faces (pb {p27 $2}7 {p?n -1'3}7 _>7 ({p17 x1}7p27 {p37 1'3}, _) and ({pla 513'1}, {p27 $2}7p37 _)
These all lie in P,,_; and meet at the vertex (pi,p2,ps, —). They form a wheel,
which is submersed by hypothesis. The submersion of the wheel extends to a
submersion of cube, which sends = = (1, x2, 23, —) to some vertex, y € V(I').

If m = 3, then y is canonically determined, and we set f(z) = y.

Suppose m > 4. Consider the cube ({p1, 1}, {p2, z2}, 3, {ps, x4}, —). Similarly
as before, this cube is submersed on sending x to some vertex z € V(I'). These two
cubes meet in the square ({p1, 1}, {p2, 2}, ¥3, x4, —). This contains three vertices,
(p1, P2, 3, 24, —), (D1, T2, 73, 74, —) and (21, p2, ¥3, 74, —) in V(Py_1), where f is al-
ready defined. Therefore there is a unique extension to a submersion of the square.
In other words, we must have y = 2. Continuing in this manner, we see that any
cube of the form (z1,,...,{pi,zi},.. . {pjs 2}, APk, Tk} - s Ty Pty - - - s D)
is submersed on setting f(z) = v.

After permuting indices, we can do this for all z € V(P,,) \ V(P,,—1). This gives
us a map f: V(F,) — V(I'). We need to check that V(P,,) is submersed. Since
every edge of P, lies in a square in P,,, it is enough to check that every square in
P, is submersed.

To this end, given a square o < II, write k(o) = > .y, h(z). Suppose,
for contradiction that P,, is not submersed. Let ¢ < P,, be a square that is
not submersed with h(¢) minimal. By the inductive hypothesis, o does not lie
in P,_1, so it contains at least one vertex, x € V(o), with h(z) = m. Af
ter permuting indices, we can write * = (x1,...,Tm, Pm+1,---,Pn) and V(o) =
({@1, 91}, {22, Yo}, 23, —) with a; # p;. (Possibly, y1 = py and/or ys = p,.) Consider
the cube ({z1,vy1}, {z2,y2}, {ps, 3}, —). This contains the squares, o1, 05 and o3,
with vertex sets given respectively by ({x1, 11}, {2, v2}, p3, =), {x1, 11}, 22, {p3, 3}, —)
and (x1, {x2,y2}, {ps3, x3}, —), all meeting at (zy,xq, p3, —). Now h(o;) < h(o) for
each 7, so o; is submersed. Now 01U oy U3 is a wheel of the cube, and so it follows
that the cube is submersed. In particular, ¢ is submersed, giving a contradiction.

This shows that V(P,,) is submersed as claimed. Proceeding inductively, we
obtain a submersion of II = P, as required. O

Note that if Fi, F5, ..., F,, are pairwise intersecting corank-1 faces of 1I, then
m <n, and (-, F; is a corank-m face of II.

Lemma 23.4.5. Suppose that 11 is a prism of rank n > 3. Suppose Fy, Fs, ... F,
are pairwise intersecting corank-1 faces of 11, with m > 1. Suppose f; : F; — T’
are submersions with, fi|(F;NEF;) = f;|(F;NE;) for alli,j. Then there is a unique
submersion f : Il — T with f|F; = f; for all i.

Proof. We already have f defined on [J, F; C II. Choose any basepoint, p €
Nie, V(F;), and define P, as above with respect to this basepoint. Since n > 3, we
have rank(F;) > 2 for each ¢, so P, C (", F;. In particular, f|P» is a submersion.
By Lemma 23.4.4, this extends to a submersion of II. By Lemma 23.4.3 applied to
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each Fj, the extension is unique on F;, and so agrees with f;. By Lemma 23.4.3,
the extension of f to II is unique. O

Here is another corollary to Lemma 23.4.4.

Lemma 23.4.6. Let II = A1 OA,O---0OA,, be a prism of rank n. Let A" O Ay be
a complete graph containing Ay, and let ITI' = N'OA,O---0OA, D II. Then any
submersion, f: ITUAN — I extends uniquely to a submersion f :I1I' — T".

Proof. We can suppose A’ # A;. Choose any basepoint p € A’ C II, and define
P, <TI" as above. By Lemma 23.4.4, it is enough to extend f to a map on V(F;)
such that every square containing p is submersed. To this end, let x € V' (P,)\ V(II)
with h(z) = 2. After permuting indices, we can write x = (21, xa, p3, ..., Pn), With
x1 ¢ Ay, and x5 # po. Let y = (y1,p2, —), where y; € Ay \ {z,p1}. Consider
the prism ({p1,x1, 11}, {p2, 22}, —). (A “roof” in our earlier terminology.) This
contains the triangle ({p1, x1, 41}, p2, —) in A, and the square ({p1, y1}, {p2, x2}, —)
in I, meeting along the edge ({p1,y1},p2, —). These are submersed, so it follows
that f extends to a submersion of the whole roof. In particular, we can uniquely
define f(x) so that the square ({p1,x1}, {p2, 22}, —) is submersed. O

Corollary 23.4.7. Any prism in ' is contained in a unique gated prism of the
same rank.

Proof. Let 1T < T' be a prism of rank n. Choose any basepoint p € V(II), and
let Ay,..., A, be the sides of II containing p. Let A; be the maximal clique of T’
containing A;, and let II' = A\ O---0OA] D II. Applying Lemma 23.4.6 n times,
we extend the inclusion of I into I" to a submersion of II'. By Lemma 23.3.4, this
is an isometric embedding. By Lemma 23.3.5 its image is a gated prism.
Uniqueness is clear from the fact that every non-singleton clique is contained in
a unique maximal clique. O

Note that any gated prism, II C I', is intrinsically quasimedian, and we can
identify O(II) as a subgraph of ©(I'). We will give further discription of ©(II)
later.

We next give a description of cubical subgraphs of © = O(T").

Suppose a,b € V(0), with II(b) < II(a). Let Q@ = {c € © | I1(b) < II(c) < II(a)}.
Then @ is the vertex set of a cubical subgraph of ©. This can be described explicitly
as follows. Let eq,...,e, € © be the vertices such that II(e;),...,II(e,,) are the
corank-1 faces of II(a) containing II(b). If J C {1,...,m}, then (., II(e;) is
a corank-#J face of II, and corresponds to Il(e;) for some e; € V(0O). Thus,
Q = {e; | J C {1,...,m}} has the structure of a cube. In the notation of
Subsection 10.3, we have e; = \/,_; €;.

In fact, any cubical subgraph of © has this form. This is easily verified if J =
{1,2}. To see this, let a be a vertex of a 2-cubical graph (i.e. square) such that
rank(II(a)) is maximal. Let e, es be the adjacent vertices, and e;2 the antipodal
vertex. Now II(e;) and II(e2) must be corank-1 faces of II(a). Since II(e12) # I1(a),
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it must be a common corank-1 face of both Il(e;) and Il(es), and so Il(ejs) =
[I(e;) N1I(eq) as required. Given this, the general case can be proven by induction
on #.J, again starting at a vertex a with rank(II(a)) maximal. We will not give
details of the general case since we do not need it.

We can now set about verifying the hypotheses (S1)-(S3) of Theorem 16.2.3 for
the graph O, where S is the set of all squares of ©.

First note that the above discussion shows that a square of © is determined by
any three of its vertices. This is (52).

Next we verify (S3):

Lemma 23.4.8. Any wheel in © has a dual wheel.

Proof. Let x, 21, 29, x3, 12, 23, x31 be a wheel in ©, with hub, x, adjacent vertices
x1, T2, 3, and such that x,z;, x;;, x; is a square for all distinct 7, 7. We want to
find a cube with eighth vertex x93: the hub of the dual wheel.

We write 11 = H(x), Hz = H(xl), Hij = H(.%”) and H123 = H(iL‘ug). Let » =
rank IT and r; = rank(Il;). Thus |r—r;] = 1. We will specify the cube by describing
prisms, I, and Il,.., of minimal and maximal rank, which correspond to the
elements of © lying in the cube. There are three cases. The descriptions are
all simple consequences of the fact that any square in © has the standard form
described above.

Case (1): rp=ro=r3=1r—1

We have I1,,,, = Il and IIy, II,, [13 are corank-1 faces of II. We set 11193 = Il,;, =
Hl N H2 N Hg.

Case (2): ri=rg=r—1,r3=r+1.

We have I, = II3 and Il,;, = II15. Here II, II;3 and II;5 are corank-1 faces of
Hg, with H1 =1IN H13 and H2 =1IIN H23. We set H123 = H13 N H23.

Case 3): rm=ro=r+1,rs=r—1.

We have 11,,,x = Il;5 and Il,;, = II3. Here, II; and II; are corank-1 faces of Il
and IT = ITy N II,. Also Il;5 and Ils3 are corank-1 faces of II; and II, respectively,
and II3 = I1y3 N II53. Then Il;93 is the corank-1 face of II3 containing II;3 U Ily3.
Case (4): mmy=ro=r3=r+1.

Here Ily5, Ily3, Il3; pairwise intersect in corank-1 faces, Iy, I, Il3, and II = II; N
IT, N1I3 is a common corank-2 face. We can therefore construct a prism, Ilj53 D
115 U Ilp3 U 131, with IIy5, Ilsg, I13; corank-1 faces of I193. By Lemma 23.4.5, the
inclusion of II;5 U Ilp3 U 1137 into © extends to a submersion of I1153. By Lemma
23.3.4 this is an isometric embedding, and using Lemma 23.3.5 we see that its
image is a gated prism. In this case, we have Il,;, = IT and 11, = I1j93. O

Next, we want to verify (S1): that is, the complex, S(©), obtained by gluing a
2-cell to each square of © is simply connected. Of course, this can equivalently be
expressed in combinatorial terms, as we did in Subsection 16.2.

First, we consider the analogous complex, S(I'), obtained by gluing a 2-cell to
each triangle and each square of I'. We claim that this is also simply connected.
In fact, we just need to consider the following moves on a path, ag, aq,...,a,, in I
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(1): If a;—1 = a;41, remove a; and a;y1.

(2): If a;_; is adjacent to a;;1, remove a;.

(3): If a;_1, a;,a;41,b form a square for some b € V(I'), replace a; by b.
(

Of course, after Moves (1) and (2), we need to relabel the indices after i — 1.)

Lemma 23.4.9. Any closed path ag,aq,...,a, = ag, can be reduced to a constant
path at ag by a sequence of moves of type (1)-(3) above.

Proof. Whenever possible, perform moves of type (1) and (2). This will reduce
the total length, n, of the path. If neither such move is possible, let i > 0 be
minimal such that p(ag,a;r1) < p(ag,a;). Now a;_; cannot be adjacent to a;y.
Therefore, by Lemma 23.3.1 or by Property (¢), we can set b = a;_1[a;]a;11 so that
p(ap, b) < pl(ag,a;). We now perform move (3). This does not change the length
of the path, but it reduces > | p(ag, a;). Therefore after a finite number of steps
this process terminates with n = 0. O

We have noted that there is a morphism, 6 : X(I') — © from the binary
subdivision of I" to ©. This extends to a map, 6 : 3(S(I')) — S(©), from the
binary subdivision of the square complex S(I') to S(©), which sends square cells
to square cells. In view of Lemma 23.4.9, to show that S(©) is simply connected,
it is enough to show that any closed path in © can be homotoped in S(0) to the
f-image of a closed path in ().

To this end, note that if A < T is a maximal clique, then O(A) < O(T") consists
of a central vertex corresponding to A which is connected by an edge to each vertex
of A. In other words, it is a “star graph”, K., where ¢ is the (possibly infinite)
cardinality of A. More generally, if I = Ay [J---0OA, is a gated prism in I', then
O(II) = ©(A)O---06(A,) is a cartesian product of star graphs. (In fact, one
can readily verify that ©(I'y OTy) = ©(I'y) OO(I'y) for any quasimedian graphs,
I';,T5.) In particular, we see that the square complex, S(O(II)) C S(O) is simply
connected.

Lemma 23.4.10. The square complex S(©) is simply connected.

Proof. Let o denote a closed path with vertices, ag,aq,---,a, = ag, in ©. As
observed above, it is enough to show that o homotopic in S(©) to (), for some
closed path, 7, in S(I").

Now II; := II(a;) is a sequence of gated prisms in I', either containing or contained
in the next. Also, as noted above each S(O(II;)) is simply connected. Now choose
any b; € II; C ©(1I;). If II;;; < II;, we connect b; to b1 by a path in II;. If
II; <Il;y;, we connect them by a path in II; ;. Concatenating these paths, we get
a closed path in I', hence a closed path, v, in its binary subdivision, ¥(I"). Now
a and 6(y) pass through the same sequence of subsets, S(O(Il;)), of S(©). Since
each of the S(O(I1;)) is simply connected, it is easily checked that o and 6(v) are
homotopic in S(©) as required. O
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We have now verified the three hypotheses, (S1)-(S3), of Theorem 16.2.3. We
conclude:

Proposition 23.4.11. If T is a quasimedian graph, then ©(I") is a median graph.

(Again, we have expressed it in topological terms, but it is easily reinterpreted
combinatorially.)
Put together with Lemma 23.4.1, we see:

Proposition 23.4.12. If T is a quasimedian graph, then the vertez set, V(I"), with
the combinatorial metric isometrically embeds into a discrete median algebra with
the standard metric.

In particular, V(I') is submedian.

23.5. Some consequences.

This immediately allows us to deduce certain facts. For example, it puts certain
constraints on the betweenness relation. Among them, we have

a.cd & ce.f & d.f.e= a.e.f.

To verify this, we can use the procedure described in Subsection 6.2. If the state-
ment fails, we can assume that af, f1 and el. Now c.e.f gives c|, a.c.d gives d|,
and d. f.e gives the contradiction that f|.

As an immediate consequence we have:

Lemma 23.5.1. Ifa,b,c,d,e, f € V(I'), withe, f <c¢,d < a,b thene, f < a.b.

Here, < is the relation on pairs defined in Subsection 22.1. Note that this also
implies that parallelism is an equivalence relation.

Another application concerns convexity. This only makes reference to between-
ness. Recall that in a discrete median algebra, the convex hull of any finite set is
finite (Lemma 11.1.3). Therefore:

Lemma 23.5.2. Let I" be a quasimedian graph. The convex hull of any finite subset
of V(T') is a finite subgraph.

In particular this applies to the subalgebra generated by the subset: that is, the
smallest subset containing it which is closed under the quasimedian operation.

It does not in general apply to the gated hull of a finite set. For example, the
gated hull of any edge is the maximal clique containing it. This might be infinite.

23.6. Existence and uniqueness of quasimedian triples.

We next set about the proof of Theorem 23.1.2. We will need the following.

Lemma 23.6.1. Let II C T be a gated prism. Then O(I1) is the convex hull of 11
in O(T).
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Proof. Certainly O(II) is connected. Therefore, by Lemma 11.4.4, to show that
O(II) is convex, it is enough to verify that any square in ©(II) with three vertices
in ©(II) lies entirely in O(II). By the earlier discussion, any square has the form
1y, I1;, 15, IT15, where IIy, 115 are corank-1 faces of Iy, and Il = II; N II,. The
only case that calls for verification is when 11y, I1y, IT;5 < II. Now IIy N 1T is also a
gated prism containing II; and II;. We note that coranks of IT; N1I and 1, NI in
IT are both at most 1, and therefore equal to 1. Thus, rank(IIy N II) = rank(Ily),
so [Ty <11, so I lies in O(II) as required.

The fact that ©(II) is the convex hull now follows easily from the fact that it is
the cartesian product of star graphs. Il

By Lemma 11.3.3, we see that O(II) is also gated in © = O(I").

To simplify notation in the following discussion, we identify V' (I') as a subset of
V(©) via 6. As we have noted, the betweenness relation in V' (I') agrees with that
in V(0).

Suppose = € V(') and that IT < I' is a gated prism. Under our identification
V(I') € V(©), we have IT C O(II), and so by Lemma 23.6.1, O(II) = hullg(II).
We have gates wrz for  in II, and wem for  in O(II), constructed in II and ©
respectively. In fact, these are the same:

Lemma 23.6.2. wpr = we(m)7.

Proof. We want to show that wem 2 is a gate for x in ©(II). For this, it is enough to
check that wemyx € V(I'). Write y = wenx and II' = II(y). Then II" C II. From
the remark following Lemma 23.4.1, we have 2pp(z,II') + rank(Il') < peo(zx,y).
Thus, if y ¢ V(T'), we get 2pr(x,II) < 2pp(z,1I') < pe(z,y). But since wpz €
IT C ©(I1), we have pg(z,y) < po(x,wnz) = 2pr(x,wnx) = 2pr(x,II) (see Lemma
23.4.1). This gives a contradiction. U

We are now ready for:

Proof of Theorem 23.1.2. Let x1, 29,23 € V(I'). Let m = 12903 € V(©) be the
median in ©. Let IT = II(m) be the gated prism of I" corresponding to m, and let
r = rank(Il). Let a; = wnw; = wemn®;. We claim that (a1, as, as) is the unique
quasimedian triple of (z1, x5, x3) in I

If i # j, then m € [x;,z;] N O(I). We therefore have z;. m.x;, z;.a;;m and
xj.aj.m, and so x;.a;.m.a;.x;. Note that z;.a,.a;.2; holds also in I'. It also follows
that m = ajasas is the median of aq, as, a3 in ©. Now by Lemma 23.4.2 we have
pe(a;,m) = r for each i. Therefore, pe(a;,a;) = 2r, and so pr(a;,a;) = r for all
i

Now suppose by, by, bg € V(') with z;.b;.b;.2; for all ¢ # j. Let m’ = bybybs in ©.
Then also m’ = zyx923, so m’ = m. We therefore have x;.b;.m.b;.x; for i # j. Now
po(bi,m) > r, so pe(bi,b;) > 2r, so ps(bi,b;) > r. If ps(bi,b;) = r for all i # j,
then pe(b;, m) = r for all i. Thus, pe(z;,b;) = pe(zi,m) —r = pe(w;,a;), and so
ps(zi, b)) = ps(x;,a;). Moreover, since pg(b;, m) = r, by Lemma 23.4.2, we have
b; € II. Since a; is the gate for z; in II, it follows that b; = a;.



246 BRIAN H. BOWDITCH

We have shown that (a1, as, a3) is the unique quasimedian triple for (xy, z9, z3),
as required. O

Note that, in the above proof, a1, as, az all lie in the gated prism II, and that
the distance between any two of them is equal to the rank of I1. It follows that IT
is the gated hull of {a;, as,az}. In summary, this shows:

Proposition 23.6.3. Let x1, 22,23 € V(I') and let ay, as, a3 be their quasimedian
triple. Then the gated hull of {a1,as,as} is a gated prism, and its conver hull is
cartesian product of triangles.

23.7. Some further observations.

We proceed with some more observations about a quasimedian graph.

It is easy to see that if G < I' is convex, then it is intrinsically quasimedian. If
G is gated, then any gated prism in G is also a gated prism in I'. In this way, we
can identify ©(G) as a full subgraph of O(I") (thereby generalising the case where
G was a prism, described in Subsection 23.4). Under the identification of V(I") as
a subset of V(©), we have G C O(G).

The following generalises Lemmas 23.6.1 and 23.6.2:

Lemma 23.7.1. If G < T is gated, then O(G) is the conver hull of G in ©(T).
Moreover, wg|V(I') = we )|V (I).

Proof. First we show that ©(G) is convex. Certainly ©(G) is connected, so we
want to check local convexity (Lemma 11.4.4). Using the notation of the proof
of Lemma 23.6.1, let Ily, IT;, Iy, [1;5 be the vertices of a square in ©(I"), three of
which lie in ©(G). We want to show they all do. Again, we need only consider the
case where II;,II, € G. Now Il is the gated hull of II; U Il; in I', so since G is
gated, we have IIy C G, thus Ij lies in ©(G), so O(G) is locally convex as required.

The fact that ©(G) is the convex hull of G follows easily from the fact that this
is true of gated prisms.

For the statement about gate maps, let x € V(I'). As in the proof of Lemma
23.6.2, to verify that wgr = we(g)7, it is sufficient to show that weg)r € V(T). Let
II = H(wex). Now we@* = wem®, and by Lemma 23.6.2, we have wemz =
wnz € V(I') as required.

We have observed that the relation of parallelism is an equivalence relation in a
quasimedian graph. We also note:

Lemma 23.7.2. Suppose G,G" C T" are parallel subgraphs. Then G is gated if and
only if G' is gated. Moreover, if T : G — G’ is the translation between them, then
Wg = T oWgr.

Proof. Suppose that G is gated. We just need to check that 7 o wg is a gate map
to G'. We only need to consider vertex sets. Let x € V(I'), a = we()r and b = Ta.
Let ¢ € V(G'), and set d = 7 'c. We have x.a.d & a.b.c & b.c.d. We claim that
this implies x.b.c. For suppose not. The fact that V(I") is submedian allows us to
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apply the reasoning of Subsection 6.2. We can assume x7, ¢ and b). By a.b.c, we
have al. By b.c.d, we have df. Now z.a.d gives the contradiction that af. This
shows that b is a gate for z in G’ as required. O

We also note that, in view of Lemma 23.7.2, if G, G’ < T" are gated, then G, G’
are parallel in I' if and only if ©(G) and ©(G’) are parallel in ©(I).

Now suppose that G' < T is gated. Given a € V(G), let H(G,a) = V(') Nwg'a.
Note that a € H(G, a).

Lemma 23.7.3. H(G,a) is gated.

Proof. Write H = H(G,a). First note that H is 1-path-connected. To see this,
note that if x € H, then [x,a] C H. In particular, any geodesic path in V(I") from
x to a lies in H.

We now claim that if x,y € H are distinct and z € V(I') is adjacent to both
x and y in I', then 2z € H. For suppose not. Let b = wgz # a. As observed at
the end of Subsection 22.2, we have z, z || a,b || y, z, so by Lemma 23.5.1, we have

z,z || y, 2z so x =y, giving a contradiction.
It now follows by Lemmas 23.3.2 and 23.3.3 that H is gated. U

(In fact, it is not hard to deduce the claim of the second paragraph directly from
properties (v/) and (¢) without appeal to more sophisticated statements.)

In particular, Lemma 23.7.3 applies to gated prisms, including maximal cliques.
In the latter case, we can say a bit more.

Given a gated subgraph, G < I', and a subset, A C V(G), write H(G,A) =
V() Nwg'A.

Lemma 23.7.4. Let A < T be a mazimal clique, and let A C V(A) be any non-
empty set of vertices. Then H(A, A) is convex in V(O).

Proof. Again, H := H(A, A) is 1-path-connected. Suppose z,y € H are distinct
and non-adjacent in I'; and that z € V(I') is adjacent in I" to both = and y. Let
a = war, b =wpy and ¢ = wpz. Thus, a,b € A. We claim ¢ € A. For if not, we
have a,z || ¢,z || b,y, so a,x || b,y. Since a,b are adjacent in I', the same is true
of z,y, contrary to our assumption. This shows that 2 € H. The statement now
follows applying Lemma 23.3.2. U

(Again, we could alternatively apply (37) and (¢) directly.)

Here is another way of looking at this.

Let A = A(p) be a maximal clique in T, corresponding to some p € V(O).
Let € = €(A,a) be the edge of ©(A) which connects a to the central vertex, p,
of ©(A). We have a gate map, w, : V(0) — €. This determines a halfspace,
Ho(A,a) := w ta, and hence a wall, Wg (A, a) := {Ho(A,a), Ho(A,a)¢}, of V(O).
Since we = we © we(n), we see that H(A,a) = V(I') N He(A, a). Also, H(A,V(A)\
{a}) =V (I')N He(A,a)C.

Note that W(A) := {H(A,a) | a € V(A)} is a partition of V(O) into gated
subsets. The set of partitions arising in this way satisfies a number of constraints.
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Suppose A, A’ are maximal cliques. By Lemma 22.1.2, wpA’ < A and wy A < A’
are gated. In particular, each is either a maximal clique or a single vertex. There
are two possibilities. Either wpaA’ = A and wyA = A, and so A, A" are parallel. In
this case, by Lemma 23.7.2, W/(A) = W(A’). Or else, wpA’ = {a} and wy'A = {da’}
are both single vertices. We split this latter case in turn into two subcases as
follows.

Maybe H(A,a) U H(N,da') = V(I'). In this case H(A,b) C H(A,d’) for all
beV(A)\{a}.

If not, then the walls Wg (A, a) and We(A',a") of V(O) cross. By Lemma 11.3.1,
there is a square in V(0), crossed by each of these walls. This has the form ©(II),
where II = Ay x Aj is a rank-2 maximal prism, with sides Ay and Aj), meeting at a
vertex a” € V(II), such that a.a”.a’ holds in V(©) hence also in V(I'). Since a, A is
parallel to a’, Ag in O, one can check that there is a translation of A to Ay sending
a to a”. This is precisely the gate map from A to II. Similarly the gate map to
IT translates A’ to Aj and sends o’ to a”. Therefore, up to translating A and A’,
we can suppose that A N A" = {a} = {a'}, and that they are the sides of a rank-2
prism II. In this case H(A,b) N H(A', V') # @ for all b € V(A) and all ¥/ € V(A).

Let W(T') be the set of all partitions of the form W (A) where A < T'is a maximal
clique. Given distinct W, W' € W(I'), we say that W, W’ are nested if there is
some H € W and H' € W’ with H U H' = V(©). We say that W, W’ cross if
HNH # @ foral He W and all H € W’.

The above discussion shows in particular:

Lemma 23.7.5. Any two distinct elements of W(L') are either nested or cross.

We can conversely use partitions to construct quasimedian graphs as discussed
in Example (Ex23.7) above.

As with median algebras, this has an interpretation in terms of flows, as we
briefly describe below.

Let Y be a set, and let W = (W;);c; be a family of non-trivial partitions of Y,
indexed by some set, I. A flow on W is a family, R = (R;);c; with R; € W for all
i and such that R;NR; # @ for all 4, j. Let F = F (W) be set of all flows. There is
a natural map, n: Y — F defined by setting n(x) = R, where R; is the element
of the partition W; containing x. Given three flows, R, S,T € F, define RST := U,
where U; = R;S;T; is the dual discriminator on W; (i.e. U; = R; if S; # T; and
Ui=8; =T;if S; =1T;). In general, RST need not be a flow. However, it will be
if we assume:

(%) if i # j then W;, W; are either nested or cross.

These terms were defined above for the partitions of the vertex set of a quasimedian
graph arising as described above, and Lemma 23.7.5 tells us that (%) holds in this
case.

More generally, let W be a family of partitions satisfying (x), and let R, S, T €
F(W). To see that U := RST is a flow in this case, suppose for contradiction that
U;NU; = @ for some 4, j. By (%), W;, W; are nested, i.e. there exist H; € W; and
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H; € W; with H; U H; =Y. Up to swapping 4, j, we can assume that U; # H;.
Since U; C Hic C H; and U; NU; = @, we must have U; # H; also. But now
R, N R; # @ and so either R; = H; or R; = H; (or both). Similarly for S;, S
and 7;,T;. Up to swapping ¢, j and S,T" we therefore have either R; = S; = H; or
S; = T; = H;. These both give the contradiction that U; = H;.

This shows that F is closed under the quasimedian operation.

In the construction of Example (Ex23.7) of Subsection 23.2, we started with an
arbitrary finite family of partitions of a set X. (This need not satisfy (x).) We
embedded X into the vertex set, Y := V(I'), of a quasimedian graph I". This gives
us a new family of partitions of this larger set Y, which does satisfy (x). Such
constructions have applications to phylogenetics, as we mention in the Notes to
this section.

24. COARSE GEOMETRY

The term “coarse geometry” refers to the large-scale structure of metric spaces.
This typically means that we are only really interested in points defined up a
bounded distance, and distances being specified up to an additive constant (or
maybe within certain specified bounds). If we allow ourselves such freedom, then
it turns out that many naturally occurring spaces admit a kind of “coarse median”
structure. This has a number of applications.

24.1. Quasi-isometries and hyperbolicity.

We begin with some basic definitions from coarse geometry.

Recall that a metric space is “geodesic” if any two points are connected by a
geodesic path — that is, a path whose length is equal to the distance between its
endpoints.

Definition. Let (X, p) be (X', p') be geodesic metric spaces. We say that a map
¢ : X — X'is coarsely lipschitz if there exist constants ki, ko > 0 such that

pl((z), d(y)) < kip(z,y) + ko

for all x,y € X.
We say that ¢ is a quasi-isometric embedding if it is coarsely lipschitz and
also there exist constants ks, k4 > 0 such that

p(z,y) < ksp'(o(), d(y)) + ks

for all z,y € X.

We say that ¢ is a quasi-isometry if it is a quasi-isometric embedding and
also there is a constant ks > 0 such that X' = N(¢(X),ks). In other words, the
image of ¢ is cobounded in X".

We say that X, X' are quasi-isometric if there is a quasi-isometry between
them.
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One can therefore think of a quasi-isometry as a bilipschitz map up to an additive
constant. It should be noted that a quasi-isometry is not assumed to be continuous.
Also a quasi-isometric embedding need not be injective (though if two points get
mapped to the same point, then they must have been a bounded distance apart
in the domain — in other words, it is “coarsely injective”). Of course, the above
definitions make sense if the spaces are not assumed to be geodesic, though it is
less useful in general. In what follows we will assume that we are dealing with
geodesic spaces.

We write X ~ Y to mean that X and Y are quasi-isometric. One can readily
check that X ~ X, X ~Y &Y ~ X and that X ~Y ~ Z = X ~ Z. One can
therefore speak of “quasi-isometry classes” of spaces.

Here are some examples:

(Ex24.1a): Any bounded space is quasi-isometric to a point.

(Ex24.2a): If A is a connected finite-dimensional cube complex, built out of unit
euclidean cubes and equipped with the geodesic metric, then the inclusion of its
1-skeleton, I', into A, is a quasi-isometry.

(Ex24.3a): Suppose that I' is a connected locally finite graph, and G is a group
which acts freely by graph automorphisms on I'; with finite quotient graph, I'/G.
Then G is finitely generated. Moreover any finitely generated group acts on any
graph in this way. (For example, take its Cayley graph with respect to some finite
generating set.) Suppose the same group, G, also acts in this way on another graph,
[. Then I' ~ T”. (Here, we are taking the combinatorial path-metrics, so that each
edge has unit length.) It therefore makes sense to say that two finitely generated
groups are “quasi-isometric”, or that a finitely generated group is “quasi-isometric”
to a given geodesic space. For this we simply substitute such a graph, I, for the
group G. As observed the choice of I' does not matter.

(Ex24.4a): Examples (Ex24.2a) and (Ex24.3a) above, overlap in the case of right-
angled Artin groups: see Example (Ex13.5) of Subsection 13.1.

(Ex24.5a): The fundamental group of a compact hyperbolic n-manifold is quasi-
isometric to (constant curvature) hyperbolic n-space. In particular, this applies to
fundamental groups of closed orientable surfaces of genus at least 2.

Remark. Examples (Ex24.3a) and (Ex24.5a) above are instances of the “Schwarz-
Milnor Lemma”, which is a central result of coarse geometry. We say more about
this in the Notes to this section.

Remark. Quasi-isometries do not, in general, respect any additional structure of
the space. For example, a self-quasi-isometry of the euclidean plane, R?, can be
a mess. For example, it might send geodesic rays from the origin to logarithmic
spirals. Nevertheless, there are also spaces for which any self-quasi-isometry is
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a bounded distance from an isometry. Such a space is sometimes called “quasi-
isometrically rigid” (though this term has also been used to mean a number of
different, but related, things).

Given geodesic spaces X,Y, we write X < Y to mean that there is a quasi-
isometric embedding of X into Y. Clearly X ~Y = X <XY. Also, X <Y <
Z = X 2 Z. (However, X <Y & Y =< X does not in general imply X ~ Y.)

For example, one can show that R™ < R” implies m < n. It follows that
R™ ~ R™ if and only if m = n.

Another key notion in the subject is that of hyperbolicity as defined by Gromov.

Definition. A metric space X is hyperbolic if it is geodesic, and there exists a
constant, k, such that for any geodesic triangle in X, there is some point, m € X,
within a distance k of each of the three sides of the triangle.

Here a geodesic triangle comprises three geodesics (its sides) cyclically con-
necting three points of X (its vertices).

It turns out that, up to bounded distance, m depends only on the three vertices,
x,y,z, of a triangle. We choose such an m and write u(x,y,z) = m. This is
sometimes referred to as a centroid of the triangle, or of the triple (z,y, 2).

There are many other equivalent definitions of hyperbolicity. We just mention
here the “four-point condition”. We state it as a theorem:

Theorem 24.1.1. A geodesic metric space is hyperbolic if and only if there is some
constant k > 0 if for all a,b,c,d € M, we have

pa,b) + p(c,d) < max{p(a, c) + p(b,d), p(a,d) + p(b,c)} + k.

Note that this condition is the same as property (FP) described in Subsection
15.1, except with an additive constant. In particular, it follows that the notion
of “O-hyperbolic” is equivalent to that defined there. Thus, a metric space is 0-
hyperbolic if and only if it is an R-tree.

Here is another key fact:

Theorem 24.1.2. If X, Y are quasi-isometric geodesic spaces, then X is hyperbolic
iof and only iof Y is.

Remark. In the above (and subsequent) discussion there are various constants
involved. Typically, the constants outputted only depend on those inputted. One
can strengthen the statements so as to explicitly keep track of these constants,
though we won’t bother with that here.

As an example, constant curvature (real) hyperbolic space (of any dimension)
is hyperbolic. Hence, so is the fundamental group of any compact hyperbolic
manifold. (See Examples (Ex24.3a) and (Ex24.5a) above.) In fact, the same is
true of any compact manifold of strict negative curvature.
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24.2. Coarse median spaces.

It is well known that a hyperbolic space has a certain “treelike structure”. From
this, it follows that the centroid operation behaves like the median in a simplicial
tree; that is, a rank-1 median algebra. One can formulate, and generalise, this
idea by replacing a tree with a finite CAT(0) cube complex, or equivalently a finite
median algebra. That is the idea behind the following definition.

Let (A, p) be a geodesic space.

Definition. A map p : A*> — Ais a coarse median if the following two conditions
are satisfied:
(C1): there exist constants, ¢,I > 0 such that for all a,b,¢,a’,b',c € A, we have

p(ua,b,c), u(a’, V', ) <t(pla,a’) + p(b,b') + p(c,c)) +1

and,

(C2): there is a function h : N — [0, 00) such that if A C A with #A4 < p < o0,
then there is a finite median algebra (II, yyy), and maps 7 : A — [T and A : 1T —
A, such that for all @ € A, p(a, A\ra) < h(p), and for all a,b, c € 11,

p(,u()\a, >‘bv )\C), )‘Mﬂ(av b> C)) < h(p)

We say that A has coarse (median) rank at most v if (given some fixed map
h) we can always take rank(Il) < v.

A coarse median space (of rank v) is a geodesic metric space equipped with
a coarse median (of rank v).

In the above, we break with tradition, and denote the median on II by .
It is not hard to see that:

(C3): There is some k > 0 such that for all a,b,c € A,
p(p(a,b,c), pu(b,c,a)) <k and  p(u(b,a,c), u(b, a,c)) < k.

In other words, p is symmetric up to bounded distance. (Indeed, there is no
essential loss in assuming it to be precisely symmetric.)

It also follows that for all a,b € A, p(a, pu(a, a,b)) is bounded. In other words, it
satisfies axiom (M1) of a median algebra up to bounded distance.

In fact, an equivalent, and somewhat simpler, definition of a coarse median can
be found in [NibWZ1]:

Theorem 24.2.1. A geodesic metric space, (A, p), is coarse median if and only if
it satisfies (C3) and (C1) above, together with
(C2a): There is some constant k > 0 such that for all a,b,c,d € A, we have:

P(M(M(Ga b, d)> ¢ d)> :u(,u(av c d)v b, d)) < k.

Note that axiom (C2a) is a weakening of axiom (M2) of a median algebra. In
this way, we can think of A as having a median algebra structure up to bounded
distance.
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Theorem 24.2.1 does not in itself capture the notion of the rank of a coarse
median space. However, this can be achieved via another result of [NiIbWZ1]. We
just state this informally by noting that A has rank at most v if any quasimorphism
of a (v+1)-cube into A is degenerate. A “quasimorphism” is a map which preserves
the median operation up to bounded distance (as with the map A of axiom (C2)). A
quasimorphism of a cube is “degenerate” if two points (without loss of generality
a 1-face of the cube) get mapped a bounded distance apart (depending on the
constant of quasimorphism). The equivalence of these definitions is not hard to
check (given appropriate quantification of the constants involved) though we will
not give a proof here.

We give a few examples of coarse median spaces. (We will comment further on
them in the Notes.) We say that a finitely generated group is “coarse median” if
the associated graph, I' (for example, its Cayley graph) admits a coarse median
(see Example (Ex24.3a) of the previous subsection). This does not depend on the
choice of I'. In each of the examples below, there is a canonical choice of coarse
median operation (up to bounded distance).

(Ex24.1b): Any connected median metric space is coarse median with the same
median operation. Here we can take the additive constants to be 0. This applies
to CAT(0) cube complexes, and hence to right-angled Artin groups.

(Ex24.2b): The direct product of two coarse median spaces with the median defined
independently on each coordinate and with [? product metric is coarse median.

(Ex24.b): A hyperbolic space is coarse median of rank 1, where the median is
given by the centroid operation. Conversely, any coarse median space of rank 1 is
hyperbolic, and the median equals the centroid operation up to bounded distance.
In particular, this applies to hyperbolic groups.

(Ex24.4b): A group that is hyperbolic relative to a family of coarse median groups
is coarse median. In particular, this applies to geometrically finite kleinian groups,
as well as to “limit groups” as defined by Sela.

(Ex24.5b): The mapping class group of a compact orientable surface, ¥, is coarse
median of rank £(X). Here, the “complexity”, (X)), of ¥ is defined to be three
times the genus plus the number boundary components minus 3.

(Ex24.6b): The Teichmiiller space of a compact orientable surface, X, equipped
with the Teichmiiller metric, is also coarse median of rank &(X).

(Ex24.7b) The Teichmiiller space of a compact orientable surface, 3, equipped with
the Weil-Petersson metric, is coarse median of rank |(£(X) 4+ 1)/2], where |.| de-
notes integer part.

To be precise, in Examples (Ex24.5b)—(Ex24.7b), we should assume that £(X) >
2. This rules out a finite number of exceptional surfaces.

24.3. An outline of some applications.
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A useful fact about a coarse median space is that any tautological median identity
holds in the coarse median space up to bounded distance, depending only on (the
complexity of) the identity. This can be seen directly from the original definition
we gave. Another way to think about it is to write a proof of the identity in terms
of the axioms (M1) and (M2) (as is possible as we discussed in Subsection 6.1)
and then rewrite the proof substituting the coarse median operation, and applying
(C1) and (C2a) instead. A similar observation holds for conditional identities.

Given this, one can now mimic various median algebra constructions in this
context.

For example, given a,b € A, we can define the “coarse interval” between them
as [a,b]p = {u(a,b,c) | c € A}. Up to bounded distance this is equal to {¢ € A |
p(e, p(a, b, c)) < k} for some sufficiently large k£ > 0. (All constants can be chosen to
depend only on those featuring in the axioms for A as a coarse median space.) This
can be viewed as “coarsifying” the corresponding statement in a median algebra, M:
namely that a median interval [a, b]y; can be equivalently defined as {abc | c € M}
oras {c € M | abc = c}. The fact that these are equivalent relies on the tautological
median identity: ab(abc) = abc. The corresponding statement in A says that
p(u(a, b, pu(a,b,c)), ula, b, c)) is bounded for all a, b, c € A.

One can apply similar principles to other definitions and results. For example,
one can define a subset C' C A, to be “coarsely convex” if [a, b], lies in a bounded
neighbourhood of C' for all a,b € C'. One can define a notion of “coarse gate map”,
and of “coarse convex hull” etc. With this, one can prove coarse versions of results
such as Lemma 7.4.4 etc. Of course, one needs to take some care to properly
quantify these statements.

We mention one application of the coarse median property to illustrate how it
can be used. (Some further applications are mentioned briefly in the Notes to this
section.)

One can show:

Theorem 24.3.1. Let A be a coarse median space of rank at most v < co. If
R™ <A, thenn <w.

The proof of this (and lots of other results about such spaces) makes use of the
“asymptotic cone” construction. We briefly give the idea as follows.

Let (X, p) be a metric space. Let (r;);eny be a sequence of positive numbers
tending to co. Let X; be the rescaled metric space, (X, p/r;). The idea is to pass
to a limiting space, (X, poo). This can be achieved by putting a non-principal
ultrafilter on N, and taking limits in the appropriate sense. This might depend on
various choices, such as the choice of ultrafilter, or of the scaling factors, but the
choice does not matter to us here. We refer to X, as an “asymptotic cone” of X.
It is a complete metric space. If X is a geodesic space, then so is X .

The general idea then is that additive constants disappear in the limit. For
example, if X is a hyperbolic space, then X, will be O0-hyperbolic: in other words
an R-tree (see Subsection 15.1).
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Suppose that ¢ : X — Y is a coarsely lipschitz map between two metric spaces,
X,Y. Passing to the asymptotic cones, we get a lipschitz map ¢ : Xoo — Yoo
— the additive constant has gone away. If ¢ is a quasi-isometric embedding, then
G0 18 a bilipschitz map onto its range, ¢o(Xo), which is a closed subset of Y. If
¢ is a quasi-isometry, then ¢, is a bilipschitz map to Y.

Now suppose that A is a coarse median space. Property (C2) says that the map
i A3 — A is coarsely lipschitz with respect to the I! product metric on A3. We
therefore get a limiting lipschitz map, pio : A3, — A,. We have observed that
(A, ) satisfies the axioms of median algebra up to bounded distance. Therefore,
(Ao, fhoo) is a median algebra. Indeed it is not hard to see that it is a lipschitz
median algebra as defined in Subsection 12.2. Theorem 13.4.1 now tells us in the
finite-rank case that A, admits a median metric, p, bilipschitz equivalent to p,
and which induces the median structure p.,. We can now invoke the theory of
median metric spaces.

For example, to prove Theorem 24.3.1, let ¢ : R® — A be a quasi-isometric
embedding. Passing to asymptotic cones, we get a map ¢, : R — A, bilipschitz
onto its range, so in particular a topological embedding. (Taking an asymptotic
cone of R™ just gives us back R", since rescaling the metric on R™ does not change
anything.) Now the rank of A, as a median algebra is at most the coarse rank of
A: by hypothesis at most v. By Lemma 12.3.3, A, has locally compact dimension
at most v. In particular, dim(R") < v, and so n < v, as required. (See [Bo2] for
the details.)

In general asymptotic cones are quite complicated objects, and difficult to de-
scribe explicitly. Nevertheless, there are various regularity and structural theorems
one can bring into play. For example, Theorems 13.4.2 and 13.4.3 tell us respec-
tively that any asymptotic cone of a finite-rank coarse median space admits a
bilipschitz equivalent CAT(0) metric and a bilipschitz equivalent injective metric.
In particular, (by either of these statements) it is contractible.

24.4. Coarse median algebras.

We briefly mention the related notion of a “coarse median algebra” as defined in
[NibWZ2]. This makes no direct reference to a metric. Let M be a set equipped
with a symmetric ternary operation, u.

Definition. We say that M is a coarse median algebra if it satisfies
(M1): for all a,b € M, pu(a,a,b) = a, and
(CM3): there is some k € N such that for all a,b,¢,d,e € M,

#lu(a, b, (e, d,€)), p(p(a, b, c), pla,b,d), e)] < k.

Here the interval, [a, b], is defined to be {u(a,b,x) | x € M}.

Note that (CM3) is a weakening of property (M3) of a median algebra. In
particular, (M3) is obtained by setting k = 1.

A coarse median algebra is said to have bounded valency if for all » > 0, there
is some R > 0 such that for all a € M, #{b € M | #[a,b] <1} <R.
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An example of a bounded-valency coarse median algebra would be the vertex set
of a bounded geometry graph with a coarse median structure with respect to its
combinatorial metric. (By “bounded geometry” we mean that its vertex degrees
are bounded by some finite number.) The definition might therefore be applied
directly to a finitely generated group with the word metric.

It is shown in [NibWZ2] that a bounded-valency coarse median algebra admits
a metric with respect to which it is a coarse median space, and that such a metric
is unique up to quasi-isometry.

25. INJECTIVE METRIC SPACES AND HELLY GRAPHS

In this section, we briefly mention a couple of other structures which are not
(in general) median algebras, but which have links to the general theory. The
first of these in an “injective metric space”. This has already been briefly alluded
to in Subsections 13.4 and 24.3. One can loosely think of this as a third metric
description of “non-positive curvature”, along with “median” and “CAT(0)”. We
have observed that R" is respectively median, CAT(0), and injective in the [*, [* and
[*° metrics. A similar statement holds for CCAT(0) cube complexes (see Example
(Ex13.4) of Subsection 13.1, Theorem 18.1.2 and the discussion below). One can
view the Helly Property of graphs as a combinatorial analogue of injectivity.

25.1. Injective metrics.

Here is the definition of “injective”:

Definition. A metric space, X, is ingective if for every metric space, Y, and any
1-lipschitz map f : A — X defined on any subset, A, of Y, there is a 1-lipschitz
extension f:Y — X.

In other words, injective metric spaces are the injective objects in the category
of metric spaces, where the morphisms are 1-lipschitz maps. One can show that
any injective metric space is complete, geodesic and contractible.

As noted, examples include [*° spaces, in particular, the [*° metric on R™ and on
CCAT(0) cube complexes. Theorem 13.4.3 here gives a more general condition in
which a median metric gives rise to a canonical injective metric. It also turns out
that every metric space canonically isometrically embeds into an injective metric
space, referred to as its “injective hull” [Is1]. See [Lan] for another proof of this.

A more geometric interpretation of injectivity is in terms of “hyperconvexity”.

Definition. A metric space, (X, o), is hyperconve if given any family, ((x;,7;))icz,
in X x [0,00) indexed by some set Z, such that o(z;,z;) <r;+r; for all i,j € Z,
then miEI N(.CL"Z, Ti) 7£ .

The following was proven in [ArP].

Theorem 25.1.1. A metric space is injective if and only if it is hyperconvez.
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Note that in a geodesic metric space, the condition o(x;, x;) < r;+7; is equivalent
to asserting that N(x;, ;) N N(x;, 1)) # 2.

The basic idea to relate this to median metrics is as follows.

First consider the case of R™. Here [* balls are median convex in the ! metric.
The Helly Property (Lemma 7.1.1) tells us that the intersection of any finite family
of pairwise intersecting balls is non-empty. Since balls are compact, we see that
this statement also applies to infinite such families.

This can be generalised in a number of ways. For example, we can take the
[*° metric on a finite dimensional CCAT(0) cube complex. Again closed balls
are median convex, and one can use this to deduce that such an [*° metric is
hyperconvex, hence injective.

Such an idea is also the basis of Theorem 13.4.3. One can view the argument
as approximating a median metric space by CCAT(0) complexes, by considering
subalgebras generated by finite subsets thereof. (A similar principle is used for
Theorem 13.4.2; taking an [* metric instead of an [* metric.)

25.2. Helly graphs.

We mentioned that injective metric spaces have a combinatorial analogue in
“helly graphs”. Here is the definition:

Definition. A helly graph is a connected graph whose vertex set is hyperconvex
in the combinatorial metric.

In other words, any family of pairwise intersecting balls has non-zero intersection.

One can give a number of equivalent characterisations, and they exhibit a number
of useful combinatorial properties. These are exploited in [Chal CGHO)].

A direct connection with median graphs was described at the end of Subsection
11.6. Given a graph I, recall that I'® D T is the graph with the same vertex
set obtained by adding diagonals to cubes. (This can be thought of as analogous
to replacing an ! metric with an [*° metric.) Lemmas 11.6.3 and 11.6.4 together
tell us that if I' is median, then I'® is helly — see the discussion at the end of
Subsection 11.6.

We note that there is also a coarsification of this property described in [Chal CGHO)],
where the authors define the notion of a “coarse helly space”. A coarse version of
Theorem 13.4.3 has been given in [HaeHP]. There, the authors construct a canoni-
cal new quasi-isometric metric on any coarse median space which has “quasicubical
intervals”. Under some additional assumptions, they show that the new metric is
coarse helly. All the conditions hold for most naturally occurring examples. They
also derive a number of consequences: for example, such a space is “semihyper-
bolic”. This is yet another coarse non-positive curvature condition. It says loosely
that the space admits a combing. This can be thought of as a coarse analogue of
the cube-path construction described in Subsection 11.6.
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26. NOTES
26.1. Notes on Section 1 (Introduction).

Some general references for median algebras are [Is2, BanHe, Verh, R|. They
have been discovered or rediscovered in a variety of different contexts, and are
known, at least in the earlier literature, by a variety of names. It is difficult to
say precisely where the notion originates. Certainly, notions of “betweenness”
are central to the axiomatisation of euclidean geometry (see for example, [Veb]).
Various formal “postulates” and connections between them, appear in [HuK]. A
notion of betweenness for metric spaces is explored in [Me]. More specifically,
median operations are discussed in [BiK] and [Gra]. One of the first references to
axioms in a form we give here (namely (M1) and (M3) of Subsection 3.2) appear
in the abstract to a talk entitled “Ternary distributive semi-lattices” by Avann
in [Gre| (see page 79 thereof). Shortly afterwards the notion was significantly
developed by work of Sholander [Sh]| and others. They were later rediscovered by
Nebesky [Ne|. More historical background can be found in [BanHe| and in [R].

26.2. Notes on Section 2 (Distributive lattices).

A general reference for lattice theory is [Bi].

There are several equivalent ways of presenting the axioms of a distributive
lattice. For example, only one of the distributive laws is required: the other can
be deduced given the other axioms.

It also turns out that, in a lattice, the distributive laws are equivalent to the
statement that (x Ay)V (yAz2)V(zAz)=(zVy)A(yVz)A(zVz)forall z,y, 2.
This is Theorem 8 of Chapter II of [Bi]. We have proven one direction as Lemma
2.1.1. The argument in the reverse direction goes as follows. Suppose p < x. Then,
using the absorption laws, for any r, we get t A (pVr)=axA(xVr)A(pVr) =
(xVP)A(zVr)AN(pVr) = (zAp)V(xAT)V(pAT) =pV (DAT)V(ZAT) = pV (T AT).
Applying this rule twice, we see that if p,q < z, then z A (pVqVr) =pVaqV(zAT).
Now, let x,y, z be arbitrary. We apply the above, with p = x Ay, ¢ = x A z and
r=yAz. Weget tA(yVz)=xA@Vy A@Vz))A(yVz)=zA((zAy)V(zA
2)V(yNAz)=(@Ay)V(@eAz)V(eAyAz)=(xAy)V(xAz) again using the
absorption laws. The other distributive law follows by symmetry.

In defining a free distributive lattice, some authors allow for meets and joins
of the empty set. This entails adjoining maximum and minimum elements to the
lattice, and allowing @ and {@} as Sperner families. However, this makes no
essential difference to the discussion.

A short proof of Sperner’s Lemma is given in [Lu].

The cardinality of the free distributive lattice on n elements is called the “nth
Dedekind number” (possibly adding 2 if we were to adjoin an additional maximum
and minimum). Our argument shows that this is at most 2%". One can certainly
do better, though it is known to grow superexponentially in n. Some asymptotic
estimates for Dedekind numbers are discussed in [KleM].
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26.3. Notes on Section 3 (Basic facts about median algebras).

The binary join operation is often denoted by Ao B := J(A, B). We show in
Section 7 (Lemma 7.1.4) that it is associative: (Ao B)oC' = Ao (Bo(C). Further
discussion of the operation is given in [BanHe].

The proof of Lemma 3.2.10 is based on that of Nieminen [Niem]| and simplified
by Roller [R] (see the Notes to Section 8 below).

An immediate consequence of Proposition 3.3.3 is that iterating the median
operation stabilises after a finite number of steps if we start with a finite set. This
number is referred to as the “stabilisation degree” of the set. This is explored
in [BanV2]. (See also Lemma 8.2.4 here.) In these terms, sets with stabilisation
degree 0 are precisely linear median (sub)algebras or 2-cubes, as we discussed in
Example (Ex3.3) of Subsection 3.4. This result can be found in [Ev].

The axioms of ternary boolean algebra, (M, 1), as originally given by Grau [Gra],
are in a slightly different form, namely:

M(a7 b’ /’L<C7 d7 6)) = M(M<a7 b? C>7d7 M(al, b7 e))?
p(a,b,b) = pu(b,b,a) =b and
p(a, b, b*) = p(b*,b,a) = a

forall a, b, c,d,e € M. It is not assumed a-priori that the median is fully symmetric,
nor that a** = a. These are deduced. Note that, at least if we assume symmetry of
the median, the first two statements are equivalent to the axioms, (M3) and (M1),
of a median algebra.

In the rank-1 case, the construction of Example (Ex3.7) was used in [Bol] as a
stage in constructing an R-tree, starting with a pretree satisfying certain hypothe-
ses. In this case, the final relation ~ can be equivalently defined by saying that
a % b if the (totally ordered) interval [a,b] contains a subset order isomorphic to
the rationals, Q. To be of any use, of course, one needs to find conditions under
which M/~ can be shown to be non-trivial.

26.4. Notes on Section 4 (Intervals and betweenness).

The fact that one can derive the identity (M3) from (M1) and (M2) appears in
the paper [KoM]. The authors proceed by showing that this implies the interval
conditions, essentially (I1)—(I4) here, and then referring to Sholander’s paper [Sh].
Sholander’s proof is quite ingenious, and somewhat involved. (See [Bo4| for some
further comment on it.) It should also be noted that Sholander started from
somewhat weaker hypotheses, which did not assume full symmetry of the median
operation.

The proof given here is a slight rephrasing of the argument given in [VeroM].
It seems that Donald Knuth had taken an interest in this question, and set the
challenge of finding an explicit derivation of this identity. (Of course, Sholander’s
argument could, in principle, be reduced to such, though it would likely be ex-
tremely long.) In response to this, Veroff and McCune used their “Otter” software
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to generate such a derivation and posted the output. By identifying some key steps
in this proof, Knuth then proposed a simplification based on his own arguments.
This simplification was subsequently reported in [VeroM]. We note that Knuth
also includes some discussion of median algebras from this perspective in his book
[Kn].

We remark that a third way of proving (M3) would be to proceed via the “Pasch
property”. This is a betweenness axiom which asserts that, for a,b,c,z,y € M,
a.xb & ay.c = [byy] N[c,z] # &. Note that this is implied by (M4) (since
abc € [b,y] N [c,z]). From this, one can in turn prove that any two distinct points
of M are separated by a wall: see [Chepl|. (In fact, one can derive the stronger
“Kakutani separation property”, given here as Theorem 8.1.2.) This means that
it is sufficient to verify (M3) in a two-point median algebra (as in the general
procedure described in Subsection 6.2). Note, however, that this argument is not
constructive: it makes use of Zorn’s Lemma to deduce the Kakutani property.
Some further discussion of the Pasch property can be found in [Vandev].

How these arguments compare may be debatable. In some ways, it is remarkable
that in the seventy years since Sholander’s original work, no-one has yet come up
with a significantly shorter proof.

Our proof of Theorem 4.3.1 essentially condenses the relevant arguments found
in [Is2]. The proof given there is distributed through a more general discussion,
and somewhat complicated by the fact that the ternary operation is not generally
assumed to be symmetric.

26.5. Notes on Section 5 (Free median algebras).

What we call a “flow” is commonly referred to as an “ultrafilter” elsewhere. We
prefer the more intuitive term, which has a natural geometric interpretation (see
Section 9), and has been used elsewhere in the context of various treelike structures.

The term “superextension” originates with work of de Groot in general topology.
Here, we are just applying the term in the case of a finite set (i.e. a finite hausdorff
topological space).

Some discussion of the structure of superextensions is given in [BanV1]. A
picture of ®(X) when #X =5 can also be found in [R]. The cardinality of ®(X)
for #X = n is sometimes called the nth “Hosten-Morris number”. For n < 9,
these are calculated in [BrouMMV]. The sequence begins 0, 1, 2, 4, 12, 81, 2646,
1422564,... and grows superexponentially (cf. the case of free distributive lattices
mentioned in Section 2).

The operation we denote by (A|p) is introduced in [SpW]. We make further use
of it in Section 7.

26.6. Notes on Section 6 (Expressions and identities).

The method we describe for verifying identities in Subsection 6.2 is well estab-
lished. For example, it is referred to as “halfspace reasoning” in [Verh]. We have
introduced our own notation here.
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Recall that, in the terminology of first-order logic, a “sentence” is a first-order
formula with no free variables. The notation, M E ¢, means that the sentence,
¢, is valid in a particular set-theoretic interpretation, M. For us, median algebras
are models of a first-order theory whose vocabulary consists of a single ternary
operation (and the binary relation of equality). The axioms of the theory are the
sentences 0, 01, 0 which respectively assert that the ternary relation is symmetric
and satisfies (M1) and (M2). In other words, M is a median algebra if and only if
ME (6y & 01 & 03). In these terms, an “expression” can be thought of a first-
order sentence of the form (Vx1)(Vxs)...(Vz,)(E = E'), where E, E' are median
expressions in (at most) the variables, xy,...,z,. Thus, such an expression is
“tautological” if M F ¢ for every median algebra, M. (Note that the axioms of a
median algebra are themselves tautological identities.)

We note that Godel’s Completeness Theorem, applied to the theory of median
algebras, tells us that any first-order sentence which is valid in every median algebra
is provable in the theory. In particular, any (conditional) tautological identity
admits such a proof. Note however, that a “proof” is more general than what we
have called a “derivation”: the former might involve general first-order sentences
along the way. The general Completeness Theorem relies on the Axiom of Choice.
The fact identities admit primitive recursive derivations is therefore a quite different
statement.

In fact, we remark that an analogous statement in group theory turns out to be
false. There are examples of particular group presentations, which have word prob-
lems solvable in primitive recursive time, but which have non-primitive recursive
Dehn functions. (See [CoMO, DisER].)

In general, the first-order theory of median algebras is undecidable. In other
words, there is no algorithm to determine whether or not a given sentence is prov-
able from the axioms, or equivalently, if it is valid in every median algebra. This
was observed in [Is2] to be a consequence of the fact that the theory of bounded
distributive lattices is undecidable. That result is generally attributed to [Grz].
Theorem 6 of that paper refers to “Brouwerian algebras”. It follows that the the-
ory of Heyting algebras is undecidable. A Heyting algebra can be viewed as a
bounded distributive lattice with an additional axiom, and it follows that the lat-
ter theory is also undecidable. Some more recent discussion of the undecidability of
Heyting algebras is given in [IdI]. (In [Is2], it is suggested that the case of bounded
distributive lattices follows “easily” from that of distributive lattices, though it is
unclear to me why that is the case.)

To make the connection with median algebras, suppose that ¢ is a first-order sen-
tence in the language of bounded distributive lattices: that is with binary function
symbols, A and V, and constants 0, 1: the latter being interpreted respectively as
the minimal and maximal elements. We can systematically convert it to a median-
algebra sentence, ¢*, as follows. Let a,b be variables not featuring in ¢. Replace
all occurrences of 0,1 respectively by a,b, and replace all subformulae p A ¢ and
p V q respectively by apq and bpg. Next, replace quantifiers, V, 3, by quantifiers
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restricted by the predicate (z = abz), where z is the quantified variable. This gives
a formula, ¢, ;. Now set ¢* = (Va)(Vh)¢, (where V is unrestricted). We claim that
¢ is valid in every bounded distributive lattice if and only if ¢* is valid in every
median algebra. For suppose L is a bounded distributive lattice, and write M for
its usual structure as a median algebra. Interpreting a = 0 and b = 1, we have
x = abx for all x € M, and we see that M F ¢* implies L F ¢. Conversely, suppose
M is a median algebra, and a,b € M. Let L = [a,b|y, with its structure as a
bounded distributive lattice. Now L F ¢ implies that ¢, holds in M. Therefore, if
L E ¢ holds for all L, then M F ¢* as claimed. Thus, decidability for median alge-
bras would imply decidability for bounded distributive lattices, contrary to known
results.

26.7. Notes on Section 7 (Convex sets).

One can study median algebras from the point of view of convex structures.
A convex structure is a set together with a family of subsets deemed “convex”
which satisfy various general properties one might associate with convexity. In
particular, it is closed under intersection and increasing union. A general reference
to this subject, which includes a discussion of median algebras, is [Vandev|. Further
discussion can be found in [Verh].

Convex sets in a median algebra are sometimes referred to as “ideals”. This is
made explicit in the case of boolean rings as discussed in (Ex3.5) in Subsection 3.4
(see also Subsection 9.6). Gated convex sets are called “Cebysev ideals” in [Is2].
Lemma 7.1.2 is due to Nieminen [Niem|. Its interpretation in terms of Lemmas
3.2.8 and 7.1.3 can be found in [BanHe]. A different proof of Lemma 7.4.6 can be
found in [R].

26.8. Notes on Section 8 (Walls and rank).

Theorem 8.1.2 is due to Nieminen [Niem]|, using a result of Balbes. In [R], Roller
states that this proof contains a “small gap”, and proceeds to give a self-contained
argument. We have based our proof on the argument presented there.

In [Niem], everything is expressed in term of order structures. From this point
of view, convex sets are “ideals” and halfspaces are “prime ideals”: see Subsection
9.6 and the Notes to Section 7.

A version of Proposition 8.2.4 is proven in [Fi4] by a rather different argu-
ment: see Proposition 4.3 thereof. (This makes use of the corresponding fact
for convex hulls, namely Proposition 8.2.3 here.) More precisely, this states that
(A) = TMY)(A) for some explicit function h : N — N. It is not clear what the
optimal function should be. For example one could certainly improve on the expo-
nent n in Lemma 11.7.2. However, in [BanV2] it is shown that this exponent must
in general be at least logarithmic in n. Further discussion of such matters can be
found in that paper.
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Proposition 8.2.5 is described in [Vandev]: see 1.6.20 and 11.4.25.7 thereof. Our
argument essentially reproduces the proof there. (I thank Elia Fioravanti for bring-
ing this fact to my attention.)

The use of Dilworth’s Lemma in the context of median algebras can be found
in [BrodCGNW] where they prove a version of Lemma 8.3.3 for CAT(0) cube

complexes.

26.9. Notes on Section 9 (Halfspaces and duality).

The notion of “poc set” was introduced in [R]. It is the same as what we have
called a “proset”, except that it is assumed to have preferred “zero” element, 0,
minimal with respect to <, and in place of our Axiom (P2), it is assumed instead
that if a < a*, then @ = 0. There is a simple canonical procedure to pass back
and fore between a poc set and a proset: deleting 0 and 0* or adjoining these
elements. For most of what we do, it is more convenient to exclude the zero
element. However, in some contexts it is more natural to include it: for example
when passing to subalgebras as in Subsection 19.2.

Our example (Ex9.5) of arrangements of lines (at least for finite poc sets) is
described in [R], where they are called “poc pictures”. Not all finite poc sets can
be represented in this way, and so they do not give a complete picture of what poc
sets might look like.

The notion of a proset (or poc set) is a generalisation of the notion of a protree
as defined by Dunwoody, and which corresponds to the “rank-1” case. These arise
in various contexts: in particular, in relation to group splittings and accessibility
of groups [Dul].

In the discrete case, the duality between poc sets and median algebras was
motivated by the construction of Sageev [Sa]. The approach there is somewhat
different, and expressed in terms of cube complexes rather than median algebras.

As noted in Section 5, many sources talk in terms of “utlrafilters” rather than
flows.

The fact that the superextension of a finite set is generated by the principal
ultrafilters has an interpretation in terms of logical circuits as we discuss in Section
20.

Further discussion of duality is given in Subsection 12.5.

Proposition 9.4.2 is proven in [Nic]. The argument we have given is a slight
variation on the proof there. This is really about spaces with walls, which we
discuss in the more general context of spaces with measured walls in Section 19.

Some of the constructions of Subsection 9.5, such as the relations defined on
downward sequences, can be found in [Gur]. (What we have called “subinfinite-
rank” is termed “w-dimensional” there.)

26.10. Notes on Section 10 (Hypercubes).
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Some further discussion of finite cubes can be found in [Bo4]. For example, one
can show that for any given points, a,b in a median algebra M, there is at most
one cube of maximal rank in M with antipodal points a, b.

26.11. Notes on Section 11 (Discrete median algebras).

Canonical cube paths of the type we describe are constructed in [NibR2].

Our proof of Proposition 11.8.4 broadly follows that of [Ban], though we have
expressed it a bit differently. There the term “retract” is used for what we have
called a “folding”. The latter term is not standard in general, but has been used
with a similar meaning in the context of foldings of trees or metric 1-complexes.

Superextensions are discussed in [BanV2], where the authors attribute the cal-
culation of the rank (given as Proposition 11.9.1 here) to Verbeek.

The Erdés-Ko-Rado Theorem (Theorem 1 of [ErKR]) asserts the following. Let
X be a set with #X =n < co. Let A be a family of pairwise intersecting subsets,
each of cardinality at most r < n/2, and such that no element of A is properly
contained in any other. Then #.A4 < (721 ). A short proof of the theorem is given
in [Ka]. (There it is assumed that the sets in A all have size r, though the argument
works to prove the more general statement.)

The notion of a helly graph is defined in Section 25. The fact that I'® is a helly
graph (see Lemma 11.6.4 and subsequent discussion) can be found in [BanV1]. See
[BanC2] for further discussion.

The original definition of the Roller boundary was given in [R]. There are now
quite a few accounts of this, often giving equivalent constructions. They are dis-
cussed in some detail in [Gur]. That paper includes a discussion of canonical paths
(there termed “canonical flows”), as well variations on some of the constructions
we have described here. A general survey, with some more recent references, is
included in [Fi3]. That paper also discusses variations for more general median
algebras (see also Subsection 12.6 here). The description of the Roller boundary
in terms of Busemann cocycles is discussed in [Cal], where it is attributed to un-
published work of Bader and Guralnik. Roller boundaries are also discussed in
[Ge3| (phrased mostly in terms of median graphs). In that paper, it is shown that
each component of the boundary has strictly smaller rank (cf. Proposition 11.12.10
here), and that the Roller boundary of each component can be naturally identified
with a component of the original boundary.

Event structures were introduced in [NielPW], in the context of computational
processes. The basic idea is to give a framework for describing the causal interde-
pendence of processes, or “events”, occurring during a given computation. In this
context, the relation £ < E’ is meant to reflect a necessary “causal” link: event E
must occur before event E’ can occur; and the relation E#E’ reflects “conflict”:
events £ and E’ cannot both occur. A connection with median graphs, including
an account of Proposition 11.13.2, is given in [BarC] (where the term “site” is
used for an event structure). Further discussion of this connection is described in
[ChalC]. (I thank Victor Chepoi bringing event structures to my attention.)
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26.12. Notes on Section 12 (Topological median algebras).

The complicating issue regarding the CW topologies is this. If we take the
product of two CW complexes (such as cube complexes) then in general the CW
topology is finer than the product topology. There are various conditions under
which they are the same. For example, this holds if both are countable [Mil]. A
fairly complete account of the situation is given in [Broo|. However, this still does
not answer the question of when A(II) is a topological median algebra in the CW
topology.

The proof of Lemma 12.2.2 is based on that of Lemma 2.6 of [Fi3].

One reference for the theory of dimension is [En|. A space has “covering dimen-
sion” at most v if every open cover has a refinement for which every point lies in
at most v 4+ 1 elements of the refinement. One can also define an “inductive di-
mension” by saying that a space has dimension at most v if any two disjoint closed
subsets are separated by a closed subset of dimension at most v — 1, and deeming
the empty set to have dimension —1. In the case of a locally compact hausdorft
space, these are equivalent. In fact, in this case one can take the closed sets to be
singletons. By any of these definitions, the dimension of R” is v.

Proposition 12.4.7 and its proof were shown to me by Elia Fioravanti. I thank
him for his suggestion that I include it here. It is also natural to ask under what
conditions a topological median algebra is contractible. (For example, is path-
connected and second countable sufficient?) This certainly holds in some cases,
such as cube complexes (Section 17).

What we call a “Stone median algebra” is called “Boolean median algebra” in
[R] (though there is some potential for confusion with a boolean algebra viewed
as a median algebra). Roller gives a second duality result, similar to Theorem
12.5.1. In that result, it is shown that a general median algebra is dual to a poc
set equipped with a compact totally disconnected topology. In other words, we
topologise the poc set rather than the median algebra. (This is a situation where
one really wants to include the elements 0 and 0* in the poc set so as to get a
compact space.) The arguments are somewhat analogous, but more involved.

The compactificaton construction we describe (Lemma 12.6.2) can be found in
[Fi3]. It is in turn motivated by a construction in Ward [Wal], which serves to com-
pactify certain real trees. There are many more results concerning Roller bound-
aries of topological median algebras in [Fi3], including a version of Lemma 12.6.2.

A (topological) “real tree” can be defined as a hausdorff topological space in
which any pair of points are connected by a unique arc. (There is some variation in
terminology in the literature.) A metrisable real tree admits a metric inducing the
original topology, in which it is an R-tree (as defined in Section 15). This is shown in
[MayO]. A “dendron” is a compact real tree. A “dendrite” is a metrisable dendron.
Such spaces arise in many contexts, and have various equivalent characterisations:
see for example [Bol| and the references therein.

26.13. Notes on Section 13 (Median metric spaces).
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Some references for median metric spaces are [ChatteDH, Bo4, Fil, Fi2, Fi3] and
the citations therein. An exposition of right-angled Artin groups is given in [Char].

In [Fil], it is shown that any finite-rank median metric space isometrically em-
beds into a connected complete median metric space of the same rank. Some
further results on median metric spaces can be found in [Fi3]. For example, any
halfspace in a complete finite-rank median metric space is either open or closed (or
both).

Our discussion of connectedness leaves open a number of questions. For example,
is every connected median metric space geodesic? We have seen that this holds if
we make a few additional assumptions, but I know of no reference to this question
in complete generality.

Another illustration of (the conclusion of) Theorem 13.4.2 relates to Guirardel
cores (Subsection 15.4) as we mention in the Notes to Section 15.

Regarding Theorem 13.4.3, it was pointed out to me by Elia Fioravanti that one
needs to add the hypothesis of “finite rank” to Corollary 3.3 of [Bo7]. This is to
ensure that balls in the [® metric are bounded in the ! metric. This is false in
general, but is justified in the finite-rank case by Lemma 6.2 of that paper. This
is sufficient to prove the main result, namely Theorem 7.8 thereof, which gives
Theorem 13.4.3 here.

26.14. Notes on Section 14 (Submedian relations).

The Model Existence Theorem, generally attributed to Henkin, can be thought
of as a variation of Godel’s Completeness Theorem. It tells us, in particular, that
any consistent countable theory has a (countable) model. In our argument at the
end of Subsection 14.1, we could, instead, have constructed an (uncountable) model
by taking an ultraproduct of the examples X,,.

One could restrict attention to submedian relations of bounded rank: that is to
say, induced by embedding in a median algebra of rank bounded by some v € N. 1
do not know if this class is finitely axiomatisable for v > 2. (For v = 1, this is just
the notion of a pretree.) One can check that the rank of our example, X,,, tends
to co as n — oo.

The axioms (R1)—-(R4) of a pretree (or rather their equivalent for strict between-
ness) appear in a paper of Ward [Wa2|, where they are meant to capture the
separation properties of points in a topological continuum. The term “pretree”
to describe such a structure was proposed in [Bol|. This term is meant to evoke
the related notion of a “protree” due to Dunwoody [Du] (see the Notes to Section
9). Such structures were studied independently in [AdeN], where they are called
“B-sets”.

If we assume also the existence of medians (R5), then the resulting structure has
a longer history, and has been studied more extensively. In addition to “median
pretree” | they have been known by variety of names, such as a “tree algebra” (for
example in [BanHe]) or a “Herrlich tree” (for example in [Chi]). A variant of Propo-
sition 14.2.1 is given in [Bol]. This uses a somewhat more involved construction to
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canonically embed any pretree into a “complete” median pretree. Important exam-
ples of median pretrees are “R-trees” which we study in Section 15. It is shown in
[Chi] that any countable median pretree (hence also any countable pretree) can be
embedded in an R-tree. We refer to [AdeN, Bol] and references therein for further
background to this topic.

In the case rank-1 median algebras, many properties can be deduced more simply.
For example, one can give a relatively simple proof of the identity (M3) bypassing
the rigmarole of Subsection 4.2. The key point is that any finite rank-1 median
algebra is naturally the vertex set of a simplicial tree.

26.15. Notes on Section 15 (R-trees).

The notion of an R-tree was introduced in [MoS]. Since then, they have found
numerous applications in low-dimensional topology and geometric group theory.
There is an extensive theory of isometric group actions on R-trees, originating in
the work of Rips. One way in which they arise is as asymptotic cones of Gromov
hyperbolic spaces: a subject discussed briefly in Subsection 24.3. For a general
survey of R-trees, see [Bes].

In [Bo3], a variation on Proposition 15.3.1 was proven under the hypothesis that
M is a v-colourable k-lipschitz median algebra where any two points are connected
by an [-lipschitz path, where &k, > 0 are fixed constants. This can be used to deduce
Theorem 13.4.1, except that the median metric arising will not be canonical.

Guirardel cores were introduced in [Gui]. They arise naturally in a number of
different contexts. They have found many applications, in particular to the study of
group splittings. In [Gui] it is shown that if the core is connected, then it is CAT(0)
in the induced path metric. In general, the R-trees which arise in this context are
not complete. But if we take their completions, then this can be viewed as an
illustration of Theorem 13.4.2 here.

We remark that a different construction of “cores” associated to group actions
on finite-rank median metric spaces are described in [Fi5]. These are different from
Guirardel cores, being more closely related to convex cores rather than subalgebras.

Much of the basic theory of R-trees can be generalised to “A-trees”. The defini-
tion is similar, except that R is replaced by an arbitrary ordered abelian group, A.
As such, it is a A-metric space: it has a “metric” which takes values in the non-
negative elements of A. Any A-tree is naturally a rank-1 median algebra (that is
to say, a median pretree). Conversely, it is shown in [Chi] that any rank-1 median
algebra can be embedded in a A-tree for some ordered abelian group, A. Some
generalisations to median algebras of higher rank are described in [Bo8§].

26.16. Notes on Section 16 (Median graphs).

A general reference for median graphs is [Ge3|. (See also the discussion of CAT(0)
cube complexes in Section 18.)
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Median graphs can be described in many equivalent ways, and there is now a
vast literature on the subject. An early reference is [Av]. A more recent survey can
be found [KlaM]. In particular, a version of Lemma 16.1.1 can be found in [Mull].

The proof we have given for the “if” direction of Theorem 16.2.3 is along the
lines of a more general result in [ChalCHO]. The idea is based on a similar principle
to the usual proof of the Cartan-Hadamard theorem in riemannian geometry. This
says that the exponential map to a complete simply connected riemannian manifold
of non-positive curvature is a diffeomorphism. In our account, the map f: G — T
is the analogue of the exponential map (see, for example, [BalGS]). We mention
the result of [ChalCHO] again in Section 23, since it also applies to quasimedian
graphs.

Another approach to this result is given in [Chep2]. The idea here is that any
closed curve in I' spans a (singular) disc in the 2-complex A(T", S). We can take this
to have minimal area (having the minimal number of 2-cells). The condition (C2)
then ensures that this has certain combinatorial properties. One can exploit this
in a number of ways. For example, given three points of I', connect them by three
geodesics, and span the resulting geodesic triangle by a disc, such that the area is
the least possible among all such geodesic triangles. If the disc were non-trivial,
one can delete boundary squares, reducing the area. Therefore the minimal area
is 0. In other words, the three geodesics all meet, and so the three points have
median. The basic idea is fairly simple, but the details are somewhat involved.
Another account of this approach is given in [Ge3].

We should observe that our statement is a bit more general than that given in
[Chep2] in that we are not assuming a-priori that S consists of all squares of T.
However, it seems that the argument of [Chep2] could be used to prove the more
general statement. One can also give a geometric interpretation in terms of the
CAT(0) property, as discussed in Section 18.

The CCAT(0) condition can be equivalently phrased by saying that the link of
every cell is a flag simplicial complex. We note that it is not sufficient just to
require this for codimension-2 links. An interesting counterexample to this is given
in [Adi]. That paper constructs a cubulation of the 3-sphere with at least four
3-cubes meeting around each 1-cell.

Median graphs (and more generally quasimedian graphs) have found application
in phylogenetics: see the Notes to Section 23.

26.17. Notes on Section 17 (Cube complexes).

Some of the discussion of metrics on cube complexes applies to more general
polyhedral complexes, at least in the [? case. Some general discussion of these
matters can be found in [BriH]. A fairly detailed account of the standard [* and
CW topologies on general cube complexes is given in the appendix to [Le].

26.18. Notes on Section 18 (The CAT(0) property).
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The term “CAT(0)” (or more generally “CAT(x)”) was introduced by Gromov.
It is based on comparison theorems of Aleksandrov in riemannian geometry (see
[BalGS]). Hence the “A”. The “C” and “T” refer to related work of Cartan and
Toponogov. Some related notions of non-positive curvature can be found in the
work of Busemann dating from the 1940s. A general reference to the topic is [BriH].

For any x € R one can define the notion of a “CAT(k)” or a “locally CAT (k)"
space. One simply replaces the euclidean plane with the simply connected complete
riemannian 2-manifold of constant curvature k. A simply connected locally CAT (k)
space is (globally) CAT (k). Up to rescaling the metric, there are three case, namely
k= —1,0, 1: respectively “hyperbolic”, “euclidean” and “spherical”.

Suppose we construct a polyhedral complex out of convex hyperbolic, euclidean
or spherical polyhedra. In the cases of interest to us, these polyhedra will be
compact, so we get a genuine cell complex. One can put a path-metric on such
a complex such the induced path metric on each polyhedral cell agrees with the
original metric on that cell. There are criteria under which such a complex will
be geodesic and/or complete. These are discussed in some detail in [BriH], and in
some greater generality in the appendix to [Le|]. (For example, if there are only
finitely many isometry classes of cells, the metric will be geodesic and complete.)
The link of every cell has a natural structure as a spherical polyhedral complex.
The local CAT (k) condition is then equivalent to saying that the link of each cell
contains no closed locally geodesic path of length strictly less that 27. This is in
turn equivalent to saying that each component of the link of each 0-cell is (globally)
CAT(1). In the case of a cube complex, this is equivalent to saying that the link of
each vertex is flag. This is a combinatorial condition which we have called “locally
CCAT(0)".

Examples of locally CAT (k) spaces are riemannian manifolds of sectional curva-
ture at most k. A standard reference, for k < 0, is [BalGS]. Many of the construc-
tions in that setting ultimately rely only on the metric geometry and generalise to
CAT(0) spaces.

A general reference for (locally) CAT(0) cube complexes is [Ge3]. Further ac-
counts can be found in [NibR1, NibR2]. They have played a major role in geo-
metric group theory in recent years. One of particular note, is the contribution of
Wise towards the proof of Thurston’s “virtual fibring conjecture” for hyperbolic

3-manifolds [Wis].

26.19. Notes on Section 19 (Spaces with measured walls).

The extension of a finitely additive function on a ring to a measure on a o-ring
is due to Carathéodory, see for example [Ber|. The completion of a measure can be
described by taking the o-algebra consisting of all sets of the form A A N where A
is measurable, and NV is a subset of a set of measure 0. The measure of A A N is
defined to be equal to that of A. This is also described in [Ber].

The notion of a space with measured walls was defined in [CherMV]. They
describe various other natural examples of such spaces. It is a generalisation of
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the discrete case, namely a “space with walls” as defined in [HagP]. In this case,
the duality with discrete median metric spaces was described independently in
[ChatteN] and [Nic]. It can be viewed in terms of the combinatorial construction
in [Sal.

In the general case, the duality is described in [ChatteDH]. Our treatment is a
bit different, but based on broadly similar principles.

One of the principal motivations for studying spaces with measured walls comes
from the connection with the Haagerup property in group theory. This is a strong
negation of the Kazhdan property (T), and it implies the Baum-Connes Conjecture.
A detailed survey of the subject is [CherCJJV].

In particular, the following two results, (A) and (B), are proven in [ChatteDH].

Let G be a locally compact second countable topological group. The action of
G on a (pseudo)metric space is “proper” if {g € G | BN gB # &} is finite for all
bounded sets B.

(A) The following are equivalent:

(1) G has Kazhdan property (T).

(2) Any continuous isometric action of G on a median metric space has bounded
orbits.

(3) Any continuous action of G by automorphisms of a space with measured walls
has bounded orbits in the induced pseudometric.

B) The following are equivalent:

1) G has the the Haagerup property.

2) G admits a proper continuous isometric action on a median metric space.

3) G admits a proper continuous action by automorphisms on a space of measured
walls.

(
(
(
(

The paper of Genevois [Ge2] considers the set of convex hulls of finite sets. The
fact that this is a median metric space is used to show that the “diadem product”
of two median metric spaces is a median metric space. This is in turn used, among
other things, to give another proof of the result of Cornulier, Stalder and Valette
that the Haagerup property is closed under wreath products for countable groups.

I do not know whether complex hyperbolic space in the geodesic metric is sub-
median (equivariantly or not).

26.20. Notes on Section 20 (Boolean functions and majority vote).

Some discussion of the use of boolean functions and median algebras in computer
science is given in [Kn].

One can generalise this discussion to multivalued logic, where we allow a larger
set, X, of “truth values”. In this case, a boolean function is generalised to a map
X" — X for n € N. One can define “clones” in a similar way, though the theory
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gets more complicated. If #X > 3, it turns out that there are continuously many
clones. One general reference to the theory of clones is [Lau].

Our account of Theorem 20.3.1 is taken from [BanMe|, though we have rephrased
things a little. That paper gives a more general result, which also allows for the
possibility that n might be even. As mentioned in Subsection 20.2, some other
calculations of majority vote are described in [TSAHD].

26.21. Notes on Section 21 (Group actions).

Various further results regarding isometric group actions on finite-rank median
metric spaces are discussed in [Fil, Fi2, Fi5]. We have already referred to [Fi5].
The paper [Fil] gives a “Tits alternative”: either the group contains a nonabelian
free subgroup, or else it is “small” in some sense. For example, if the action is
free, then the group is virtually finite-by-abelian. The paper [Fi2] studies lattices
in such groups. These papers make much use of the generalisation of the Roller
boundary constructed in [Fi3], which was mentioned in Section 12.

Many of these results generalise analogous results for cube complexes, see for
example [CaS, Hag].

26.22. Notes on Section 22 (Gates).

As mentioned in the Notes to Section 1, related axiom systems for betweenness
have given by various authors. The particular formulation we give here (or more
precisely, the map [(a,b) — [a,b]]) is often called a “geometric interval operator”.
It was introduced in [BanC1], and is discussed in [Vandev| and [Verh].

Our proof of Lemma 22.1.5 is more or less the argument presented in [DreS| in
the context of a metric space. There it is asserted that wawp is a gate map, though
this is not necessarily true, as the following example shows.

Consider the 6-element metric space M = {a,b,c,d,x,y} with distances 1,2,3
assigned as follows:

1:ab,cd,ac, bd, xy, yb
2 :ad,be, xb, xc,ya, yd

3: xa,xd,yc.

Let A = {a,c}, B = {b,d,y}. One readily checks the following: A, B are gated
with Ag = A and By = {b,d}, wax = ¢, wpr = y and wuy = a. In particular,
WAWBT = @ # € = WALT.

We also remark that interpolation is not the only constraint on betweenness in
a metric space. For example, suppose we have 2n points, a;, b;, for i € {1,...,n}
cyclically ordered. Then the conjunction of a;.a;11.b;v1 & b;.biv1.a;41 for all ¢
implies a;.b;.b;41 & b;.a;.a;41 for all i. (Note that p(a;1,bi41) < p(a;,b;), as
in Lemma 13.2.1, and so these distances are all equal. Now for any i we have
p(bi, bit1) + plaiti, biv1) = p(bi,aiv1) < plai,bi) + plai, air1), so p(bi,biv1) <
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p(a;, a;41). Swapping a, b we deduce that p(a;, a;11) = p(bi, biy1), and the statement
follows.)
As another example, we have

r.zy & axy & byx & v.a.c & z.ca & ybe & z.cb= a.cb.

These statements also hold in any median algebra (see Examples (Ex6.1) and
(Ex6.2) respectively of Subsection 6.2.) Indeed this must be the case: if such a
statement failed in a median algebra, it would fail in a finite median algebra, and
we could take the combinatorial metric thereon, giving a contradiction.

It is natural to ask what other relations hold in a metric space. I know of no
reference to this question.

26.23. Notes on Section 23 (Quasimedian graphs).

Many of the results we give here can be found in some form in [Gel]. There is
some difference of terminology between our presentation and theirs. For example,
a “clique” in [Gel] is what we call here a “maximal clique”. Likewise, a “prism”
there is what we call a “gated prism”. Our strategy for proving Proposition 23.4.11
is somewhat different. The argument in [Gel]| proceeds by analysing the structure
of halfspaces. I thank Anthony Genevois for suggesting Proposition 23.6.3 to me.

In the literature, prisms are often referred to as “Hamming graphs”.

In [Wil] it is shown that a graph is quasimedian if and only if it is a retract of a
prism. This generalises the result of [Ban], given as Proposition 11.8.4 here.

What we have called a “quasimedian triple” is often simply called a “quasime-
dian”. To avoid confusion, we prefer to distinguish this from the ternary “quasi-
median” operation. We should note that the version given in [BanMuW] is slightly
different. There the condition “z.a.b.y” is replaced by “z.a.y & z.b.y” etc. (in our
notation in the definition of Subsection 23.1). It is not hard to get between these
two formulations.

Quasimedian graphs from the point of view of partitions are explored in [BanHuM].
There the terms “strongly compatible” and “strongly incompatible” are used to
mean what we call “nested” and “crossing” respectively. We have adopted termi-
nology consistent with that of walls of a median algebra.

One can generalise the construction which gave rise to CAT(0) spaces starting
with a median graph as follows. Let I' be a quasimedian graph. We can construct a
polyhedral complex, A(T"), where the cells are all euclidean prisms in the following
way. For each maximal clique, A < I', we construct a regular eucildean simplex
of dimension #V(A) — 1 with unit side-lengths. If this is infinite, we interpret it
as a complex built out of all the finite dimensional subsimplices. For each gated
prism, IT < T, we take the [? product of the simplices arising from its factors. This
is a “euclidean prism”. We now glue these together as dictated by the structure
of ©(T"). This gives us a polyhedral complex, A(T"), with 1-skeleton, I', and 2-
cells, S(I'). (If I' is median, then this agrees with the construction of the cube
complex in Section 17.) We can put a path metric on A(T"), similarly as we did for
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cube complexes in Section 17. It follows from Lemma 23.4.9 that A(T") is simply
connected (in either the metric, or the CW, topology). In fact, it is shown in
[Gel] that A(T") is CAT(0). (It remains to verify the link condition described in
the Notes to Section 18.) In particular, A(T') is contractible. We remark that
we can view A(O(I')) geometrically in these terms. For this, take the barycentric
subdivision of each simplex of A(T"). Now take the direct product subdivision for
each euclidean prism. This gives us a subdivision of A(I"). We can realise A(O(I"))
as a subcomplex of this subdivision, onto which A(T") retracts.

Various applications of quasimedian graphs to group theory are discussed in
[Ge2|. For example, the Cayley graphs of graph products of groups with suitable
generating sets are quasimedian. They also arise from wreath products of groups.
Some further applications of this theory can be found in [Vall.

Quasimedian graphs have also found applications in phylogenetics (see, for ex-
ample, [BanHuM]). One should imagine a population of individuals. The relevant
types of these individuals are described by a finite number of traits (or “charac-
ters”), each of these falling into a number of possible classes. For example, the
individuals might be gene sequences, where the relevant traits to record are the
bases at particular locations on the gene. In this case, at each location, there are
four possible values of the trait (traditionally denoted “A, G, C,T”). In the nota-
tion of Example (Ex23.7) of Subsection 23.2, X can be thought of as the set of
individuals in the population, and [ is the set of traits that are being recorded. The
partition W; corresponds to the possible values of a particular trait: each element
of W; is the set of individuals in X which exhibit that given trait value. (So, for
example, in the case of gene sequences, I is the set of locations on a gene. Given
i € I, W; would be the partition {X#, X% X XTI}, where XP C X is the set of
individuals with base B at the ith location.) We now take the cartesian product
of #1 copies of these traits, to give us a prism, II, whose factors are indexed by I.
(In the example, each factor is the complete graph on {A,G,C,T}.) The vertex
set, V(II), of II, represents all possible combinations of these traits. The image,
n(X) C V(II), is the set of such combinations which actually occur in the pop-
ulation. One wants to study the structure of this set. In evolutionary biology it
is reasonable to suppose that this might be well approximated by a tree. In par-
ticular, one might search for a “Steiner tree”: a tree which includes n(X), which
has vertices in V(II), and whose total length (the sum of the distances between
each pair of adjacent vertices) is minimal. There are various algorithms for doing
this. In [BanR] it is shown that one such algorithm gives a Steiner tree which
is guaranteed to lie in the quasimedian hull. This, and other evidence, suggests
that studying the structure of quasimedian graphs is a good way to understand the
evolutionary relationships between individuals. In our discussion one can allow for
infinitely many values of a particular trait. In practice however, there are typically
only finitely many. If each trait takes only two possible values, then we are reduced
to considering median graphs.
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26.24. Notes on Section 24 (Coarse geometry).

A general reference for the background material in geometric group theory is
[DruK]. The notion of a hyperbolic space was originally introduced in [Grol].

A geodesic space is “proper” if it is complete and locally compact. The Schwarz-
Milnor Lemma tells us that if a group acts properly discontinuously and cocom-
pactly on a proper geodesic space (which essentially means that it has a compact
hausdorff quotient) then the group is finitely generated and quasi-isometric to the
original space. For example, the fundamental group of a compact riemannian man-
ifold is quasi-isometric to its universal cover. If the manifold is strictly negatively
curved, this will be (Gromov) hyperbolic. If it has constant curvature —1, then this
will be (the classical) hyperbolic space, H™. In particular, every closed orientable
surface of genus at least 2 admits such a structure.

The notion of an asymptotic cone was introduced in [VandenW]| as a means
of interpreting Gromov’s theorem that groups of polynomial growth are virtually
nilpotent. Gromov has elaborated on this theory in [Gro2]. A detailed account can
be found in [DrukK].

The notion of a coarse median space was introduced in [Bo2]. An exposition,
with additional references, can be found in [Bo6], and some further general dis-
cussion is given in [Bo5]. One inspiration for the idea was the description of the
centroid map in the mapping class groups as given in [BehM]. This, and other,
applications to mapping class groups are based on the “hierarchy” machinery in-
troduced in [MasM]. A number of variations and generalisations of this machinery
have been described by various authors since. As we have noted, it can be applied
to Teichmiiller space in either the Teichmiiller metric or the Weil-Petersson metric
(see for example the references in [Bo2]). The median structure on the asymptotic
cone of the mapping class group was first described in [BehDS].

Any asymptotic cone of a rank-1 coarse median space is 0-hyperbolic, hence an
R-tree. It is also well known that any geodesic metric space for which all asymptotic
cones are R-trees is hyperbolic. This shows that rank-1 coarse median is equivalent
to hyperbolicity. A more concrete proof of this fact can be found in [NibWZ1].

Various applications of the theory make use of the notion of a “quasiflat”; that
is, a quasi-isometrically embedded euclidean space. We noted that a quasiflat in
a coarse median space has dimension at most the (coarse median) rank of the
space. The geometry of such maximal dimensional quasiflats is useful for example
in proving quasi-isometric rigidity. Passing to the asymptotic cone, one gets a
bilipschitz embedding of euclidean space into a median metric space. If this has
maximal dimension, one can prove a regularity theorem. This tells us that it has
locally the structure of a cube complex (see [Bob]). A related fact was used to
prove the quasi-isometric rigidity of the mapping class group in [BehKMM]. This
says that (with a few low-complexity exceptional cases) any self-quasi-isometry of
a mapping class group is a bounded distance from the map induced by the left
multiplication by some element. (In particular, it is a bounded distance from an
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isometry.) In fact, this is true if we only assume a-priori that the map is a quasi-
isometric embedding [Bo5].

Some further results regarding group actions on coarse median spaces, with some
applications, are described in [Fi2].

One can speak of a coarse median space as being “v-colourable”: in the definition
we gave, we replace “rank(IT) < v” by the requirement that IT be v-colourable (in
the original sense defined in Subsection 8.3). It turns out that the mapping class
groups and Teichmiiller spaces are finitely colourable in this sense (see [BesBF,
Bo2]). It follows that their asymptotic cones are finitely colourable in the original
sense of a median algebra. Given Theorem 13.4.1 and Proposition 15.3.1 we recover
the fact, proven in [BehDS], that such spaces embed into a finite product of R-trees.
(It is unclear what the optimal value of v would be for these spaces.)

We remark that one could similarly define a “coarse quasimedian space” using
quasimedian graphs in place of median graphs. In view of Proposition 23.4.11,
however, it seems that this would give us nothing essentially new, at least in the
finite-rank case.

26.25. Notes on Section 25 (Injective metric spaces and helly graphs).

Some early references for injective metric spaces are [ArP, Isl]. A more recent
account is given in [Lan|. In particular, [Lan] gives another proof of Theorem
25.1.1. The fact that [*° metrics on finite-dimensional CCAT(0) cube complexes
are injective follows from the result of [MaiT]. See [Miel] for more discussion.

It is shown in [Lan] that the injective hull of a hyperbolic group with the word
metric is a finite dimensional complex, which comes equipped with a cocompact
group action. In particular, it is contractible. This therefore gives an alternative
construction to the “Rips complex” of a hyperbolic group.

Some equivalent descriptions of a helly graph are described in [BanC2]: see
Theorem 3.1 thereof.

Properties of helly graphs are exploited in [ChalCGHO]. The authors define the
notion of a helly group, and derive various properties of such groups.

The coarse helly property can described in terms of injective hulls: see Proposi-
tion 3.12 of [ChalCGHO].
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